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Dean's Message

Cultivating Talent to Face the Unknown
and Create the Future Together

As the Al wave continues to surge, the "unpredictable
future" has brought significant attention to talent
development. The ways we nurture talent and equip
individuals to adapt to environmental changes face
unprecedented challenges. As we approach the end
of the year, | would like to share some of our efforts
and achievements in talent cultivation, as well as the
experiences of our outstanding alumni, hoping that in
the coming year, we can face the unknown and create
the future together.

First, congratulations to Professor Yu-Lun Liu (note:
make sure the spelling is correct.) for receiving the
2024 Google Research Scholar Award, a prestigious
recognition awarded to only 70 young scholars
worldwide. This marks the first time a Taiwanese
scholar has received this award since its inception,
a great honor for both National Yang Ming Chiao
Tung University (NYCU) and the College of Computer
Science (CCS). Additionally, congratulations to
Professor Hsin-Mu Tseng (note: make sure the spelling
is correct.) for receiving the Ministry of Education's
68th Academic Award, and to Professor Li-Wei Chan's
(note: make sure the spelling is correct.) research team
for winning the ACM CHI 2024 Best Paper Award—
truly remarkable achievements.

To provide students with more diverse and enriching
learning experiences, following last year's dual-degree
agreement with the University of Illinois Urbana-
Champaign (UIUC) CS department (3+X Program), our
college has signed another dual-degree agreement
with UIUC's iSchool this year. In August, three
students—Po-Hsuan Hou, Ying-Jui Liu, and Chien-
Feng You—successfully enrolled in the UIIC 3+2 dual-
degree program.

Talent cultivation requires exceptional faculty. However,
constrained by the structure of university faculty
salaries in Taiwan, our college faced challenges,
such as nine offers to graduates from prestigious
foreign universities being declined over the past
two years. Fortunately, through continued efforts in
faculty recruitment, including the establishment of the
President's Young Scholar Award, donations from

alumni, and contributions from dedicated alumni
fundraising campaigns, we have mitigated the issue of
low salaries. This February, we successfully recruited
two outstanding young scholars—Assistant Professors
Ting-Jung Chang and Yu-Chun Yen—from globally
top-ranked institutions Princeton University and UIUC.
We believe their diverse perspectives will inspire our
students greatly.

In addition to the outstanding performances of
our faculty and students, our alumni have not only
excelled in their fields but also generously given back
to their alma mater by sharing their experiences
and mentoring juniors. In April, during "NCTU Day,"
our college hosted the "CS Alumni Homecoming,"
honoring alumni who have excelled in various fields
and providing a platform for valuable experience
sharing. Furthermore, in August, our college held an
alumni gathering in Silicon Valley in the United States,
inviting six senior alumni to share their experiences
in job hunting and navigating the Al wave and
unpredictable future. They offered practical insights
and advice from perspectives such as management,
engineering, product management, and recruitment.

Finally, | am delighted to share that my research team's
open-source 5G core network software, free5GC,
was announced in September as part of the Linux
Foundation during the "Open Source Summit Europe"
in Vienna, Austria. Over the past two decades,
Taiwan's telecommunications industry has primarily
focused on mobile phones and small base stations.
Through the open-source initiative of free5GC in the
core network, we aim to lower innovation barriers,
promote industry collaboration and standardization,
and accelerate global innovation and advancement in
5G and 6G technologies.
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The School of Informatigm Sciences (iISchool) of UIUC, represented by Associated Dean Stephen Downie (third
from the left) signed a dual degree agreement ceremony with NYCU President Lin Chi-Hung (third from right in
the front row) with other faculty members and Dean JC Chen (second from the left).

NYCU and UIUC Announce Launch of a New Dual
Degree Program:
Three Students to Begin Study at UIUC in August

This year, National Yang Ming Chiao Tung University
(NYCU) in Taiwan and the University of lllinois at
Urbana-Champaign (UIUC) in the USA are excited
to announce the official launch of their 3+2 dual
degree program. Students who successfully complete
three years at NYCU’s College of Computer Science
(CS) are eligible to apply to either the Department
of Computer Science or the School of Information
Sciences (iSchool) at UIUC. After two additional years
of study, graduates will earn a Bachelor's degree
from NYCU and a Master's degree from UIUC. Three
exemplary students have qualified for this program
and will commence their studies in August of this year.

The partnership was further strengthened following a
visit by NYCU’s College of Computer Science to UIUC
in April 2023, culminating in the signing of a formal
dual degree agreement in October 2023. An additional
agreement with the School of Information Sciences
was signed in March 2024, thus broadening the
academic opportunities with two departments in two
distinct colleges at UIUC. Dean Chen Jyh-Cheng of
the CS College of NYCU remarked that the program
with UIUC —a top-five U.S. institution in information
technology —recognizes and validates our international
academic standing and accomplishments. In February
of this year, the CS College also welcomed two
talented young scholars from Princeton and UIUC,
enhancing the faculty with fresh perspectives and
scholarly vigor.

President Lin Chi-Hung of NYCU highlighted
the immense value of an international outlook in
today’s globalized era. The dual degree program
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not only allows students to acquire degrees from
two prestigious universities within five years but
also significantly helps in cultivating a broad cultural
perspective and a comprehensive global view.
UIUC, ranked among the top five U.S. institutions
in information technology, provides graduates with
opportunities to work in the U.S., pursue PhD
programs, and collaborate with leading global talents.

In August, students Hou Bo-Syuan, Liu Yi-Ruei, and
Yu Jian-Fong will embark on their journey to UIUC’s
Department of Computer Science to pursue their dual
degrees. Yu Jian-Fong shared that he initially planned
to study abroad through an exchange program before
applying for further studies overseas. The dual degree
agreement with UIUC’s CS department from the
previous year allowed him an earlier start, streamlining
the complex application process. Liu Yi-Ruei, who
is more academically inclined, is looking forward to
specializing in artificial intelligence and computer vision
after joining UIUC this August. He is eager to enter the
elite realm of information technology and interact with
top international scholars.

When asked for advice for younger students, Hou Bo-
Syuan emphasized that the dual degree program is a
remarkable opportunity facilitated by inter-university
collaboration, which simplifies the application process.
He advises prospective students to maintain excellent
academic records, prepare for the TOEFL early, and if
possible, complete mandatory military service during
the summer to optimize readiness for this prestigious
program.
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The first batch of three dual-degree students will join the CS Department of UIUC this coming fall semester. (Mr.
Yu and Mu. Hou on the left photo and Mr. Liu on the right)
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University Professor Shortage Crisis:

NYCU's College of Computer Science Implements
Surprising Tactics to Attract Two Young Female Scholars

This year, the College of Computer Science at National
Yang Ming Chiao Tung University welcomed two
outstanding assistant professors: Yu-Chun Yen (third
from the left) and Ting-Jung Chang (fourth from the left),
pictured here with the dean, Jyh-Cheng Chen (second
from the left), and other colleagues from the college.

The electronics and information industry has rapidly
expanded in recent years, creating a widespread talent
shortage. Taiwan's electronics sector offers high salaries
to attract skilled professionals. Graduates from top
universities in electrical engineering and electronics have
opportunities to secure high-paying jobs with annual
salaries of up to 2 million Taiwanese dollars, surpassing
the salaries of many university professors in the country.
Given this salary structure, it is not surprising that many
Taiwanese universities struggle to recruit top faculty
members, posing a significant obstacle to nurturing
young teaching talent in universities.

In April 20283, during my visit back to my alma mater, National
Yang Ming Chiao Tung University (NYCU), for its anniversary
celebration, | took the opportunity to visit the College of
Computer Science B(CCS. While there, | attended a speech
by Nathan Chiu ( & # 3, ), CEO of cacaFly (B2 ¥ 7l %)
and chairman of the alumni association for the Department
of Computer Science at NYCU. He mentioned that over
the Bast two years, the CCS had issued nine job offers to
Ph.D. graduates from prestigious overseas universities.
However, none of these candidates ultimately joined NYCU.

At that time, | penned an article titled “Taiwan
Semiconductor Talent Facing Its Greatest Crisis: Not
Only a Shortage of Students But Also Unaffordable
Professors,” expressing my deep concern. The article
discussed how Taiwan is currently facing a talent
shortage that companies need and a scarcity of
educators capable of nurturing such talent. This poses
the most significant hidden threat to Taiwan's industrial
development.

This article sparked discussion and debate; however,
recruitment at the College of Computer Science has
significantly improved this year. In February, the CCS
welcomed two new assistant professors, Ting-Jung
Chang and Yu-Chun Yen. Professor Jyh-Cheng Chen,
the dean of the CCS, happily informed me that they are
outstanding young scholars who chose to#'oin NYCU. The
CCS has finally overcome the challenge of talent scarcity.
NYCU's experience and practices may serve as a
reference for other universities in Taiwan seeking to attract
excellent overseas scholars to contribute to the country.

As a result, Dean Chen arranged for me to interview
the two young grofessors on this year's anniversary
celebration day. Both professors graduated from globally

top-ten-ranked universities, Princeton and the University
of llinois at Urbana-Champaign. They also worked in the
United States after obtaining their doctoral degrees, but
ultimately, they chose to return to Taiwan and join the
College of Computer Science at NYCU. Their decision-
making process and thoughts about the future are highly
informative and worth sharing with everyone.

First, | asked both of them, given the prominence of
artificial intelligence (Al) today and the high salaries
offered by many companies to attract talent, why they
ultimately choose to return to Taiwan to teach instead of
pursuing careers in the industry, especially considering
their expertise and qualifications, which are highly sought
after by both domestic and international companies?

Ting-Jung Chang: Doing What You Want While
Young

Ting-Jung Chang stated that she does not prefer
academia to industry. She mentioned that she hadn't
felt much pressure about studying since childhood, and
her parents respected her decisions, allowing her to
choose freely. After graduating from National Hsinchu
Girls' Senior High School, she smoothly entered the
Electrical En?\ilneerin and Computer Science Bachelor's
Program at NYCU. She also Barticipated in short-term
exchange programs at the University of lllinois and
Cornell University, where she conducted various exciting
research projects.

For instance, during her time at Cornell, Ting-Jung Chan
researched the correlation between Americans' facia
features and their names with an American professor.
Together, they inputted numerous photos and names of
American individuals for big data analysis. The results
were quite fascinating.

After obtaining her Bachelor's degree in Electrical
Engineering and Computer Science at NYCU, Tin%—Jung
Chang applied directly to pursue a Ph.D. in the Unite
States. Princeton University offered her a full scholarship,
SO she accepted it. At that time, some people advised
her to seek high—payin? jobs instead, mentioning that
pursuing a Ph.D. had low value and might affect her
marriage prospects. However, she simpl?; laughed it off
and remained steadfast in her decision. She followed her
own path, stating that evegthing would be fine as long
as she enjoyed studying and was happy being herself.

After obtaining her Ph.D. in the United States, Ting-
Jung Chang worked at a US Al chip startup called
SambaNova. She later moved from New Jersey to Texas,
where she found herself surrounded by male engineers,
being the only female in her environment. However, she
also enjoyed the atmosphere, stating, "Well, at least |
have the women's restroom all to myself. It's pretty nice."

Later, Ting-dung Chang decided to return to her alma
mater to teach because she wanted to pursue what she
found interesting, such as computer architecture and
digital system design. She mentioned that research and
work assignments are usually predetermined in corporate
settings, making it challenging to have autonomy.
Moreover, she knew that once she began to enjoy the
perks of a high-paying job, it would likely be difficult to
return to academia. Therefore, she aimed to do what she
wanted while still young.

Returning to her alma mater to teach, Ting-Jung Chang
mentioned that besides the familiar environment, the
relative youthfulness of the CCS at NYCU was an
essential factor in her decision. She noted that the high
proportion of assistant professors and the freshness of
the topics being pursued created a vibrant atmosphere.

There were ample opportunities for mutual learning
and discussion among colleagues. Moreover, the
school's willingness to cultivate 1»young talent reflected its
commitment to succession and future-oriented values.

Ting-Jung Chang mentioned that during her time at
Princeton, assistant professors comprised 20% of all
facuItP/ members, while in Taiwan, universities generally
have less than 10%. As for the CCS at NYCU, it currently
has a total of 69 professors, with 9 being assistant
professors, accounting for 13% of the total, which is
considered very high compared to other universities in
Taiwan. This high proportion of assistant professors was
crucial in her decision to return to her alma mater. Many
universities in Taiwan have not seen the addition of young
professors in recent years, which could lead to a talent
gap when senior professors gradually retire.

Yu-Chun Yen: Strikin? a Balance Between Family
and Career is Crucia

Yu-Chun Yen, another newly appointed assistant
professor, has been an academic achiever throughout her
educational journey. She graduated from the Department
of Computer Science at National Taiwan Normal University.
She pursued her master's degree at the Department
of Computer Science and Information Engineering at
National Taiwan University. Afterward, she received a full
scholarship to pursue her Ph.D. in Computer Engineering
at the University of lllinois at Urbana-Champaign ?JIUC) in
the United States. Her research focuses on popular areas
such as human-computer interaction, crowdsourcing, and
human-Al collaboration.

Yu-Chun Yen was recruited as an intern researcher
by the renowned company Adobe Research for two
years during her doctoral studies. After graduation,
she was selected as a Computing Innovation Fellow by
the National Science Foundation in the United States,
rece|V|n%1a substantial grant to serve as a postdoctoral
researcher at the Design Lab of the University of
California, San Diego. She decided to return to Taiwan
last year to pursue a career in academia.

Yu-Chun Yen mentioned that serving in academia allows
her to continue her passion for academic research and
provides greater freedom in choosing research topics.
She found that while there are opportunities for research
in the industry, the direction is often constrained by
the company's development policies. Moreover, some
cutting-edge research cannot be published externally due
to peer competition. Additionally, the teaching process
provides a sense of achievement in nurturing innovative
technology talent, which is also crucial.

Yu-Chun Yen's husband is also a Ph.D. graduate in
Electrical Engineering from the University of lllinois at
Urbana-Champaign. He initially worked as a principal
engineer at Intel in the United States. After understanding
her expectations and passion for Taiwan's academic
community, he accompanied her to their hometown and
joined Google Taiwan.

Yu-Chun Yen mentioned that balancing family and career
is crucial for her. Another significant factor in returning to
Taiwan is her desire to allow her parents more time with
their grandchildren. Fortunately, with her parents' strong
support, she and her husband can occasionally catc
their breath.

Yu-Chun Yen mentioned that she only a@rplied for a
teaching position at NYCU upon returning to Taiwan. This
decision was made because NYCU has always been
known for its strong engineering programs. Her advisor
at UIUC had also supervised many NYCU students, so
he supported her decision to return to NYCU to teach.
Additionally, she admires many professors at NYCU's
College of Computer Science, such as Professor Wen-
Chieh Lin and Professor Yung-Ju Chang. She has long
been aware of their achievements and hopes to have the
opportunity to collaborate with them.

Yu-Chun Yen also mentioned that she had wanted to
pursue an academic career early on, but the salary

level at domestic universities is significantly lower than
overseas. However, during her interactions with NYCU's
College of Computer Science, the school has worked
earnestly to bridge the salary gap and provided many
other forms of support. This significantly increased her
willingness to return to Taiwan.

Alumni Fundraising to Supﬂlement Salaries Helps
;_ik_ttract Young Scholars to Return to Teach in
aiwan

Regarding the very real issue of compensation, the
salaries for university professors in Taiwan are currently
limited by regulations from the Ministry of Education.
Assistant professors receive a monthly salary of just
over 80,000 NT dollars, and even professors receive no
more than just over 130,000 NT dollars. In the fiercely
competitive environment for talent, these salaries are
simply not attractive. This restriction has also led many
universities, especiaIIP/ those in STEM fields, to struggle
to recruit young scholars, resulting in vacant positions for
newly appointed professors.

Jyh-Chen% Chen, the dean of the CCS, stated that in
the past, the Ministry of Education provided the Yushan
Youth Scholar Program, which offered an additional
annual bonus of up to 1.5 million NT dollars on top of
professors' salaries. This was intended to supplement
the monthly salary of assistant professors, which is just
over 80,000 NT dollars. The monthly salary would be
signifioantly increased with an additional bonus averaging
125,000 NT dollars per month (1.5 million NT dollars
divided by 12 months). However, the Yushan Youth
Scholar pro?ram has limited quotas, and not everyone
can successtully apply for it.

Jyh-Cheng Chen also mentioned that due to these
restrictions, NYCU has been actively seeking donations
from enthusiastic alumni, which has resulted in
substantial contributions. These include establishing the
President's Young Scholar Award by the university and
endowed chairs funded by alumni specifically for the
CCS. Assistant professors joining the CCS who cannot
secure the Yushan Youth Scholar program can apply for
the President's Young Scholar Award. If that option is
not available, endowed chairs are also funded by alumni
of the CCS. These initiatives aim to address the issue of
relatively low salaries and serve as significant incentives
for P/oung scholars to return to Taiwan and teach at the
College of Computer Science this year.

Jyh-Cheng Chen emphasized that inviting young scholars
back to Taiwan to teach cannot rely solely on enthusiasm;
the practical issue of compensation must also be
considered. In his discussions with these young scholars,
he highlighted that while salaries offered by forelgn
companies_or universities may be high, in countries like
the United States, heavy taxation and high living expenses
often leave little room for savings. Conversely, with
subsidies provided by universities and colleges, scholars
may save more money by staying in Taiwan.

In March 2023, during the release of the policy white
|oaper on Taiwan's IC design industry, several IC design
eaders, including Medialek Chairman Ming-Kai Tsai,
attended the event. Wu Bing-Chang, CEO of Himax
Technologies, mentioned that Taiwan is currently facing a
shortage of talent for companies and a shortage of talent
for training purposes.

Talent is undoubtedly the most significant advantage for
future industrial development. Taiwan must find ways to
retain outstanding Taiwanese talents and work even harder
to attract talents from around the world. Therefore, the
competitiveness of salaries is undoubtedly a crucial factor.

NYCU has always enjoyed the most enthusiastic support
from its alumni. The initial success in attracting young
talents has alleviated the College of Computer Science's
previous two-year struggle in recruitment. Perhaps this
could serve as an excellent demonstration for other
universities in Taiwan in talent acquisition and succession
planning.
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In collahoration with NVIDIA, NYCU advances Al education,
technology R&D, applications, and innovation

During his visit to Taiwan in June, NVIDIA founder
and CEO Jensen Huang not only joined COMPUTEX
but also revealed plans to establish an Al R&D center
in Taiwan. The center will collaborate with local
industries on Al application development and work
with leading Taiwanese universities on the Al University
initiative. In just a few days, Huang's visit ignited an
unprecedented surge in Taiwan's Al landscape!

NVIDIA partners with National Taiwan
University, National Tsing Hua University,
National Yang Ming Chiao Tung University,
and Chung Yuan Christian University to
establish Al University.

According to the Ministry of Economic Affairs,
as early as 2021, the Department of Industrial
Technology approved NVIDIA's "Al Innovation R&D
Center Project," a plan worth approximately 24.3
billion NTD. The Ministry provided a subsidy of 6.7
billion NTD while NVIDIA funded 17.6 bilion NTD. As
part of this project, NVIDIA plans to establish an Al
R&D center in Taiwan, employing a team of 1,000
researchers, and develop a computing platform for
the Taiwan Al R&D center. The project will also offer
partial computing power to domestic academic and
research institutions, as well as partners and startups.
Additionally, the project includes fostering Al talent and
exploring collaboration with Taiwan's top universities
on the Al University initiative. During his speech at
National Taiwan University, Huang announced the
17 public and private universities involved in the
project, including National Taiwan University (NTU),
National Tsing Hua University (NTHU), National Yang
Ming Chiao Tung University (NYCU), and Chung
Yuan Christian University (CYCU), all of which have
partnered with NVIDIA to establish Al University.

The President of National Taiwan University Wen-
Chang Chen announced that NTU has partnered

with NVIDIA to establish the Al University Center,
to integrate Al into teaching, research, and
entrepreneurship. The initiative will train Al instructors
to incorporate Al into curricula across all departments
and foster research in various Al fields. Additionally,
it will encourage faculty and students to leverage Al
technology for entrepreneurial ventures, supported
by external resources. Meanwhile, National Tsing
Hua University has launched the "Tsing Hua-NVIDIA
Joint Innovation Center" to focus on Al education
and healthcare applications. As for Chung Yuan
Christian University, it has signed a memorandum of
understanding with NVIDIA to create the "NVIDIA-
Chung Yuan Christian University Al Application
Development Joint Service Center." CYCU invests
16 million NTD to develop Al infrastructure, optimize
related spaces, and offer smart innovation courses
and collaborative teaching models tailored to each
department's specialties. By March 2024, three
CYCU faculty members had obtained the NVIDIA
Deep Learning Institute (DLI) deep learning instructor
certification.

NYCU Taiwan Al University and NVIDIA
Collaborate in Al Education, Research, and
Startup Incubation

In late 2022, National Yang Ming Chiao Tung University
partnered with NVIDIA to establish the "NVIDIA-NYCU
Innovation Center," a university-level research hub.
The center aims to: (1) leverage NVIDIA's resources
to enhance Al education and practical experience, (2)
accelerate research in cutting-edge Al technologies,
(8) drive the development of Al application solutions,
and (4) foster the creation and growth of Al startups.
The center is led by Professor Yu-Chee Tseng from
the Department of Computer Science, an expert
in robotics and artificial intelligence. Just now, six
research projects, including those focused on deep
learning and circuit design, have proceeded.

Cooperation Project

In partnership with NVIDIA, NYCU Taiwan Al University
is dedicated to building a strong foundation for
advancing Al skills. To support this goal, the university
has established "Graduate Programs," "Postgraduate
Programs," and "Industry Collaboration" initiatives.

Graduate Programs Actively Recruiting
DLI Teaching Kits Users and University
Ambassadors

The Graduate Programs offer courses including
Machine Learning, Computer Vision, Natural
Language Processing (NLP), and industry-specific
subjects. The programs actively seek instructors
to join the Ambassador Program, and encourage
students and faculty to utilize the Teaching Kits
provided by NVIDIA's Deep Learning Institute (DLI).
In addition to flexible, self-paced online courses
that can be accessed anytime and anywhere, DLI
offers remote workshops led by certified instructors.
Participants have the opportunity to use cloud-based
GPU-accelerated servers as well as create and deploy
end-to-end projects across various technologies and
fields. Upon completing the courses, learners receive
the NVIDIA DLI certificate, a recognized credential that
validates their professional expertise.

The NVIDIA-NYCU Innovation Center announces
that individuals with higher education teaching
qualifications can access course materials in areas
such as accelerated computing, deep learning, and
robotics. The comprehensive teaching kits include
lecture notes, GPU cloud resources, self-paced
access to DLI courses, and more. The kits also feature
course slides, instructional videos, lab exercises with
solutions, quizzes and exams with answer keys,
physical and digital textbooks, free access to DLI
online courses and certifications, free AWS cloud
credits, and integrated DLI course syllabi. Currently,
five professors from NYCU have successfully applied
for Teaching Kits. They include Associate Professor
Yun-Chien Cheng from the Department of Mechanical
Engineering, who is focusing on machine learning
and data science; Assistant Professor Jieh-Sheng
Lee from the Institute of Technology Law; Assistant
Professor Ling Chen from the Institute of Hospital and
Health Care Administration, specializing in machine
learning; Associate Professor Cheng-Kuan Lin from
the Department of Computer Science; and Assistant
Professor Stefano Rini from the Department of
Electronics and Electrical Engineering, both of whom
are concentrating on machine learning and deep
learning.

The Ambassador Program currently has certified DLI
ambassadors at hundreds of universities worldwide.
Faculty and researchers at NYCU are encouraged
to apply, as they can receive free certification and
the opportunity to teach DLI workshops to students.
In addition to Associate Professor Ping-Chun Hsieh
from the Department of Computer Science, who is
already certified, two other professors have applied:

Associate Professor Jen-Jee Chen from the Institute
of Computational Intelligence and Assistant Professor
Ling Chen from the Institute of Hospital and Health
Care Administration.

Post Graduate Programs Welcome More
Professors to Join Advanced Research
Projects

The "Post Graduate Programs" are divided into
two main sections: "Leveraging NVIDIA's research
expertise and integrating Al with accelerated
computing technologies to advance the nation's
research and academic accomplishments" and the
"Applied Research Accelerated Program." The former
includes Professors Yu-Chee Tseng and Chih-Wei Yi’s
project "Application of Al Technology for Badminton
Tactical Analysis and Strategy Collection.” The latter
encompasses several initiatives, including Professor
Albert Chih-Chieh Yang's "Neuroscience Medical
Federated Learning Program," Professor Yen-Yu Lin's
"Deep Cross-domain Learning for Computer Vision
Applications Grant Proposal," Professor Wei-Chen
Chiu's "Learning Explainable Models and Discovering
Hierarchical Concepts," Professor Ping-Chun Hsieh's
"Meta RL for Multi-Objective Bayesian Optimization
for Circuit Design," Professor Yih-Lang Li's "Fast
Rip-up and Rerouting Convergence in Chip Detailed
Routing by RL," Professor Po-Hung Lin's "Circuit
Schematic to Netlist" from the Institute of Pioneer
Semiconductor Innovation, and Professor Po-Hung
Chen's "Development of High-Efficiency 48V-to-1V
DC-DC Converter Grant Proposal" from the Institute of
Electronics.

Industry Collaboration Inviting Industry-
Academic R&D Startups to Join the NVIDIA
Inception Program

The goal of the Industry Collaboration is to foster
the development of Al startups through the NVIDIA
Inception Program, which focuses on three
main areas: supporting Al startup teams from
universities to join the program, advancing industry-
academia collaborative research in sectors such as
manufacturing, healthcare, and autonomous driving,
and organizing hackathons and intensive training
camps that engage both industry and academic
participants. Currently, Professor Henry Horng-Shing
Lu is participating in the Incubator Program with his Al-
assisted clinic statistical learning project in healthcare.

Furthermore, with the support of NVIDIA and ASUS,
the Institute of Applied Arts at NYCU (NYCU IAA) can
utilize the NVIDIA Studio platform for digital creation.
NYCU is proud to be part of the NVIDIA Al University
program. We deeply appreciate the collaboration and
resources provided by NVIDIA and are excited to work
with domestic and global partners to help shape the
future of Al
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NYCU X Phison Internship Program

Phison Electronics, established in 2000 and
headquartered in Zhunan, is the global leading supplier
in flash memory controllers and storage solution in
Taiwan, which was co-founded by Mr. Khein-Seng
Pua, an alumnus of the Institute of Electrical and
Control Engineering at National Chiao Tung University.

In recent years, non-volatile memory storage solutions
have become more prevalent, gradually replacing
traditional mechanical hard drives with solid-state
drives (SSDs). This shift has brought high-capacity and
reliable storage options to various consumer electronic
products like USB flash drives, digital cameras, and
smartphones. Additionally, Phison has teamed up
with the global storage leader Seagate to launch
the world's fastest PCle Gen4 SSD controller chip,
the first SD Express card, and the first SD Express
solution to pass SDA SVP certification. With the rise
of artificial intelligence, the high capacity and reliability
of flash memory have become essential in overcoming
the memory wall. This technology enables high-speed
access to the extensive weight parameters needed
for training large language models, thus reducing
the computational costs of training large models and
giving enterprises complete control over the process.

In addition to the architectural design of
microcontrollers, efficient algorithms are more critical
for optimal management of the hardware components
of the flash memory controller. This requires expertise
in data structures, algorithms, computer organization,
operating systems, and related fields, all of which
need to be integrated thoroughly to address
various memory constraints. Within the Phison R&D
department, a significant proportion of engineers are
dedicated to algorithm development.

Since 2022, Phison has partnered with the College
of Computer Science at National Yang Ming Chiao
Tung University to introduce students to Phison's
operations. This extended internship program, unlike
short-term summer internships, typically spans one
semester or an academic year and takes place on-
site at the College of Computer Science. Participants
receive significant stipends during their internships. The
program includes learning foundational knowledge,
algorithm design and simulation, and practice of
hardware development and testing. Supervision is
jointly provided by Professor Li-Ping Chang of the
College of Computer Science and Phison executives.
Regular video conferences enable participants to
delve into firmware algorithm development and the
characteristics of flash memory. Since its inception,
the program has involved 11 students. Through this

internship program, students can enhance the appeal
of their resumes and maintain real-time contact with
industry trends. Below are the experiences shared by
the participating students:

The experience of Lijia Yang 2023/9-1 ~ 2024/5:
During my time with the Phison internship, |
experienced steady growth, built on a strong
foundation over the course of a year. We began by
studying exemplary papers to accumulate background
knowledge. Next, we took the initiative to create a basic
Flash Translation Layer (FTL) simulator on our own.
Finally, we explored a complete SSD development
environment and developed our own improvement
proposals. This progression from fundamental to
advanced tasks was both gradual and methodical.
Throughout this journey, | received considerable
support and guidance from both professors and
Phison supervisors. It was even more valuable to have
the opportunity to visit Phison's Zhunan office, where
we gained firsthand experience of a large enterprise's
operations and learned about inter-departmental
collaboration. This internship not only enriched my
knowledge and practical experience in hardware but
also broadened my industry perspective. The two-
day workweek schedule was manageable and did not
impose excessive pressure on my studies, providing a
rewarding and engaging internship experience.

The experience of YiCheng We 2022/03 ~ 2023/01:
Participating in Phison's internship program helped me
gain valuable insights into the practical application of
the algorithms | had studied. The hands-on experience
demonstrated that developing algorithms differs
significantly from classroom exercises; it involves
managing limited hardware resources and balancing
space and time to create feasible solutions. This
internship not only taught me how to handle large-
scale projects but also improved my documentation
skills. Most importantly, it deepened my understanding
of firmware algorithms in SSDs, greatly enhancing
both my professional expertise and practical abilities.

For those interested in joining the Phison internship
program, please contact Computer Science
department Ms. Chih Yu Huang haungcy0512@nycu.
edu.tw

Professor Li-Pin Chang Ipchang@cs.nycu.edu.tw is
responsible for overseeing the execution of the Phison
program.
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Opportunities for the Rapid Adoption of Generative Al:
Cloud computing Services and Phison aiDAPTIV+
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Since generative artificial intelligence (Al) gained
widespread attention in late 2022, the number of models
has grown exponentially, increasing by tens or even
hundreds each year. Architecturally, Al has evolved from
standalone models to multi-expert systems, showcasing
unprecedented diversity and complexity. As industries
actively explore integrating generative Al into their
workflows, they face growing concerns about information
security and system controllability. A significant barrier to
its widespread adoption, however, remains the high cost
of deployment.

A Microsoft research report indicates that the growth rate
of Al models will surpass that of DRAM in GPUs by a factor
of 200. This significant disparity is putting pressure on
current Al hardware architectures, making it increasingly
challenging to meet the demands of Al applications. As
a result, this creates obstacles for many organizations
looking to adopt generative Al on a large scale. In response
to these challenges, cloud service providers have emerged,
offering rentable computational power and introducing a
new business model for the Al era.

In addition to NVIDIA's ongoing and robust support
for GPU cloud hosting providers and its investments
in cloud streaming services to bolster global cloud
infrastructure, international investments in Al computing
centers have also increased significantly. For instance,
the startup CoreWeave plans to build 14 data centers
by the end of this year with competitive prices of
cloud rental services which has prompted Microsoft to
partner with the company. Similarly, companies such as
Lambda Labs and Together Al have secured substantial
funding to expand their GPU data centers. Meanwhile,
North America's four leading cloud giants have started
developing their own Al chips. In Taiwan, Foxlink Group,
led by T.C. Gou, has teamed up with Ubitus, a company
operating data centers in Japan and Taiwan, to establish
the "Ubilink Supercomputing Center." With an initial
investment of 2 billion NTD, Ubilink plans to acquire 1,000
H100 GPUs from ASUS and integrate the latest DGX
GH200 Al computation platform to establish the latest Al
computing infrastructure in the project's first phase. This
initiative aims to establish the largest Al computing center
in Taiwan. Additionally, G.M.I. Technology has secured
an investment of approximately $600 million NTD from
Realtek and is purchasing 55 H100 servers from Super
Micro Computer to build its own Al computing center.

Beyond the impending price war in the cloud computing
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market, Phison Electronics Corp., with over 23 years of
expertise in NAND controller chips, is leveraging its core
strengths to improve system performance by utilizing
NAND Flash technology to expand high-bandwidth
memory (HBM). Phison has also developed its innovative
Al computing architecture, aiDAPTIV+, by integrating
solid-state drives (SSDs). This approach provides an
alternative model to reduce the deployment costs of
generative Al, thereby facilitating its broader adoption and
application.

Dr. Wei Lin, Head of Phison's Al R&D team and Assistant
Professor at the College of Artificial Intelligence at
National Yang Ming Chiao Tung University, explained that
Phison’s core business and competitive advantage lie
in NAND controller chip development. As a result, the
company has increasingly focused on strengthening the
integration of NAND storage with Al applications in recent
years. Phison’s innovative aiDAPTIV+ Al architecture,
which integrates SSDs with Al computing framework to
optimize performance, structurally decomposes large
Al models and coordinates the operation of model
parameters with SSDs according to application time
sequences to maximize the efficiency of Al models within
the constraints of limited GPU and DRAM resources. This
solution is expected to substantially reduce the hardware
cost associated with deploying Al services.

By integrating Al technology into NAND controller
chips and algorithms to enhance both computational
performance and reliability, Phison’s aiDAPTIV+ not only
effectively reduces the hardware costs of Al servers but
also makes the Al computing architecture applicable
to a wider range of Al use scenarios. For example,
the aiDAPTIV+ AQI optical inspection system helps
accelerate the transition to Industry 4.0 in SMT factories.
Additionally, it enhances inspection accuracy and reduces
the instability caused by manual inspection.

Although the competition for computing power driven by
generative Al is intensifying, it is expected that the research
and development of a wide range of applications will
become increasingly feasible as application costs continue
to decrease. Professor Li-Pin Chang from the College
of Computer Science at NYCU stated that the college
will introduce training courses and establish a research
platform for faculty members. Additionally, the faculty will
collaborate to develop a GAl (Generative Al) curriculum,
providing students with opportunities to learn about and
experiment with innovative generative Al applications.
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World's Leading Open Source Mobhile Core Network,
free5GC, Moves to Linux Foundation to Advance a
New Milestone in Global 5G/6G Technology

The open-source 5G mobile core network free5GC,
developed by Dr. Jyh-Cheng Chen, Dean of the
College of Computer Science at National Yang Ming
Chiao Tung University (NYCU), has officially joined the
Linux Foundation community this week. This milestone
underscores the university's prominent role in global
5G technology research and development, while also
establishing a strong foundation for the future progress
of 6G technology.

The Linux Foundation made this announcement at
the Open Source Summit Europe in Vienna, Austria,
on September 16. As the world’s leading platform for
open-source software, hardware collaboration, and
standards development, The Foundation plays an
essential role in promoting collaboration among expert
communities. This partnership will not only streamline
the global deployment and adoption of 5G technology
across industries but also accelerate the research,
development, and application of 6G technology.

Regarding this contribution to the world, Dr. Chen
explained that the high speed, low latency, and
exceptional reliability of 5G and 6G technologies,
when combined with Al applications, will drive the
realization of innovative scenarios that were once only
imagined. Through 5G/6G networks, smart healthcare
technologies—including remote surgery, advanced
diagnostics, and personalized health management—
will operate in real-time, delivering precise and secure
medical services. Moreover, the tactile feedback and
virtual reality (VR) capabilities of 6G technology will
enable a more lifelike sense of touch, allowing users
to experience realistic sensations of touch, smell, and
taste in virtual environments, such as during shopping
or gaming experiences.

As early as 2019, Dr. Chen's research team launched
free5GC, the world’s first fully open-source 5G core
network software developed in strict accordance with
international standards.

Dr. Chen further explained that, over the past two
decades of global telecommunications evolution,
Taiwan has made significant advancements in mobile
devices and small cell base stations. However, the
country has had limited influence in the core network
domain, a critical component of communication
networks. The core network, often referred to as
the "brain" of mobile communications, presents
substantial technical challenges and incurs high costs,
which has hindered innovation and development for
many organizations. To address this challenge, he
chose to release the software as open-source. Since
then, it has been widely adopted in product testing
and proof-of-concept projects worldwide. Its open-
source nature has garnered considerable attention
from both the international academic community and
the telecommunications industry.

At the summit in Vienna, Arpit Joshipura, General
Manager of Networking, Edge, and loT at the Linux
Foundation, emphasized the significant contributions of
Dr. Jyh-Cheng Chen, Dean of the College of Computer
Science at NYCU: "We are excited to welcome
free5GC to the Linux Foundation. This represents a
major milestone in our ongoing efforts to drive open-
source innovation within the telecommunications
industry. free5GC provides a robust, open-source 5G
core network solution that aligns with our mission to
promote industry collaboration and standardization.
Through this collaboration, organizations will be
empowered to harness the transformative potential
of 5G, thereby delivering a transparent, scalable, and
cost-effective core network solution.

With free5GC now under the Linux Foundation,
its influence is expected to increase significantly,
supported by the Foundation's strong ecosystem
and extensive community backing. This will place
free5GC in a pivotal role in the ongoing innovation and
development of global 5G and 6G technologies.



BN E5h

R(EZER .

RS EIR T — (I EELE AR
BEMERE — REEHE - RERE) IS
KRB mERENAANGET > W%
EBIER TR R R 5 B SAER 8 Y,
2R T S BETACE o (A AEH
ILRMIRE  QUEIA S > §AENS
B ABRE A S BRIR G EREER
SR HREEEHNSE R o
FHARNE | RERZHEBER

 SESEHEMEN T MIEHESRS > e
NBEIQBNEE W ELS REE o A%
BOE ) REERNENRME MG SR LR
P EEBE « Y > BEA SR PR
BE B ANREERNRNER o5 7 &
SYEERIEBRRE S o B WL RRENA
BB > I fEABEEAL SR E AT o I,
B MBKEESHIANRIERERBHE
% A BB EE R = o
R ¢ RIS AV ER R 2 ik

S BRI IRIZ > AR
BZE{hH8 T RRRMONIE o AL ROk i iE
AL e AT SM > I AR S
RURE > FARREN LT EEEERE
2 E RN o RREER RN
i RHIFIR ) S EAHEEIZAR T KA
A  Bth ERMIE S o

Y RSER AT IR > AR
BEMEDERE > o] (MKE) RERERS
B ESRE o AT > RAIEILEH B
TIPS > M E (B 2y
BRI » SHE T R st BN S PIRVSAsE ©
HNTE S BB AR B PR IB | AT A 205t o
EBEE RN 0 BB Y ARIB(FHEE
A R 2R o IR B A B RS A
SRR GO RN  ME ST BT
TRENAIA R o (B > BN RGRE
BRE R0 > oA BRI EATHZES]
TTREENRS -

ERGRETZEIER | RHBET
BKES o AISH > RGR BT AR SR
SERNZINES - IBERER © BERE= L
RIRIERGINETRE - HRNERAR > i)
BRI TR A M 3 o 1
7587~ BFD B 4 SRR BURRS o A7 IS ERHAZER
BIEE > AR BENTEEREINAES B
TR 0B E DA EE M0 o 15 LAT R
BB SR R S EE A » thaRfhs
EH TR0 [RSEME) B 7 B REIER o

FERBIIEHTITRAR » RERE—TRAR
AR A SRIMITE o MEEE T —([E RIS !
SNEITEIR A R RHE LIERIRER R R
R WRSHFARELEANER - EE—IBEREM

X/HZE de

e > krmE - I

0~ BIEHIEE)RIBIZE » tEEHFR K5I
A FIBVEREEIRTE - LUK B RE R BRI TE
KRR EE o REUREDS » BT BB
FMEN KA MiRlHT > B E BH)E RS IR ER
RTBHE o tIEZUIBIZ P S RIBEIFRGE » BI54
s 2MHNEEENBRINMRSE > B
1B LAE PR K G R BB TR E SR M R AR5
FRZTARES T BE AL ©

| AMTEHERS  SUEAEENER
BIEITREMSENS o 5T B RMHZE
SEMEBREMAR > EBABREELAM o
AESNAT MBS AR RSB E A
E—PIRET AR NEAEE » W LULET
CHABHARNATNER o =8 > EEID
B2 B RIS A AN B AHE (2

BT MFIER o FLENRE T BiE
AHES R ABEE > WHEE B HTSE
o (RIS IS IENVSER R EIRE £ B DAV
% > AT PRV TR o

1% REEHEEESENENSR B
SR R R A N RS R EA
—RBE o B > AR TER— IS 0 B
= BEEEBRIENDENE - 17 2EER
Bmmi BELENEIRAE  TAENTEREAE
B EEER o REENRGRN R ) ERT S
WHZERI N BRI R ES S
BB BB O ST EE -
HBEE | ARERAEE RN

S EERERERE RS HEE -
(IS 1305 > HBNBOT
EENHBE  FESNEEHSEESRBRT
BWER > ABETNED o hESEEE D0
B > BIBNB A 1 B TS E 7 ) A R 60
i > MASEEEEER A RRE -

HEESHERTOY > RE05RE (AR
B2 WEBY  MEEBEMERESBEE
SEEEAM T RECHEN  BENEANEE
B o 1R > BEBERPINEERAR -
MU EENE DA RES BN BB MEERT -
CREGELTENASAEEZREEE ) 1
BB T TS ANEE) o

BIFSE > kFHE

AESHIEREY » REIENE T —EE RN
B AR o =T BoERE
TRiBR2RB0IN Bk, ) BIAKEE TA%
18] MEEAE o 1305 0 SR EIMER > Bt R
BRI (B 512 SH N EEEMTNAE - 2
HIBIE ARSI A mEEAE NS EA 75
BUEEE S > BN G TR B 5 ines
FERIER  BUSEE o B 0 BRI
SEFRIBIMA B R0 - A7 202 B
%5 L NETZERY SRR e RO AR |

Interview with Faculty

Professor Chun-Feng Wu:
Pursue Dreams Unwaveringly, Never Give Up

The College of Computer Science is excited to welcome a new
professor this year who brings extensive experience and a deep
passion—Professor Chun-Feng Wu. Professor Wu has been
devoted to scientific research since childhood. Growing up in an
environment immersed in information technology education, he has
spent many years in academic exploration, specializing in system
design and software development, while accumulating extensive
experience in both teaching and research. With a profound passion
for education, Professor Wu will bring fresh perspectives and energy
to the college. He is committed to helping students discover their
potential and create personalized learning paths.

Family Influence and Interest Exploration

Professor Wu's passion for information technolo%y began in
childnood, and he was influenced by his father and had an early
fascination with technology. Although computer science was not
as widespread at that time, he found msgwatlon through self-study
in mathematics and physics, as well as by reading biographies of
renowned scientists, thereby fueling his aspiration to become a
scientist like Newton. In high school, Professor Wu was introduced
to programming languages, which ignited his curiosity in computer
science and led him to pursue a degree in the subject. Throughout
his academic journey, he has remained dedicated to his passion
for knO\r/]vledge and teaching, with a long-term focus on advancing
research.

Academic Pursuit: A Journey of Exploration in System
Design and Software Research

System design and software research have been central to
Professor Wu's academic journey. Since his master's studies, he
has made system design his primary research focus. Driven by a
self-challenging mindset, he has thoroughly explored the complex
field of comRuter science, which requires a solid foundation of
knowledge. Reflecting on his decision to pursue system design,
Professor Wu acknowledges that the path was fraught with
uncertainties and challenges. However, it was these very obstacles
that made the experience profoundly rewarding for him.

His initial exploration began during his master's studies, a time when
software and networking technologies were rapidly developing, and
emerging fields like IoT (Internet of Things) and automotive networks
were gaining significant attention. However, Professor Wu did not
follow the trend by choosing popular networking technologies;
instead, with a determination to "fill the gap," he chose the relatively
niche field of system design. During his early research, he delved
into large-scale system design, which not only required excellent
programming skills but also a deep understanding of the logic and
architecture behind system operations. Professor Wu spent two
years familiarizing himself with and mastering the core technologies
of system research, gradually building a solid knowledge foundation
in this area. He admits that this period of system study was not only
a technical breakthrough but also laid a strong foundation for his
future academic research.

Throughout his journey in system design research, Professor Wu
encountered numerous challenges. He highlights that the complexity
of system design arises from the need to integrate multiple layers of
technology, including hardware architecture, software programming,
and the operational logic of operatin? systems. With limited
resources available at the time, he had to tackle intricate system
design problems under constrained conditions, frequently turning to
academic literature for insights and breakthroughs. This experience
taught him that system design demands not only technical expertise
but also sharp observational skills and unwavering patience. These
lessons have since become invaluable assets in his teaching and
research, enriching his understanding of "systems thinking" within
Computer Science.

During his doctoral research, Professor Wu advanced his exploration
of software and system integration. He tackled a long-standing
challenge: how to optimize hardware-software collaboration within
existing system architectures while improving system stability and
efficiency. This endeavor required not only patience and creativity
but also resilience. Over several years, he designed and tested a

range of software architectures to identify solutions that would best
meet future demands. Professor Wu asserts that research in system
design goes beyond technological innovation; it demands a deep,
analytical apﬁroach to problem-solving. Despite facing numerous
bottlenecks, he remained committed to his belief that "the true value
of a system lies in the practical solutions it offers." This practical,
demand-driven mindset led to significant breakthrougns in his
system design research.

During his postdoctoral research, Professor Wu traveled abroad to
study and collaborate with leading universities. He observed that
the research environment abroad not only empnhasizes technologicel
innovation but also stronglK values interdisciplinary collaboration.
During his time overseas, he worked with scholars from various
fields, which broadened the application of system desi?n and
deepened his understanding of system research. He shared that his
time abroad allowed him to immerse himself in different academic
cultures, especiallﬁ/ the research model where "students lead
teachers." In this collaborative environment, professors and students
work together to address real-world problems, infusing research
with greater motivation and direction. He believes such experience
not only expanded his technical knowledge but also inspired new
ideas for his teaching.

Today, Professor Wu has returned to Taiwan and is teaching at
the College of Computer Science, where he imparts his extensive
experience in system design and software integration to the next
generation of students. He strongly believes that system design
Is not merely a technical skill but also a discipline that fosters
comprehensive and precise thinking. He hopes to provide students
with a solid foundation of knowledge through his teaching, enabling
them to apply it effectively in both research and practice. Professor
Wu's journey in system design embodies the unwavering spirit of
academic exploration and serves as an inspiration for students to
discover their professional paths throughout their learning journey.

Teaching Philosophy: Guiding Self-Discovery and
Personal Growth

Professor Wu is both a committed academic researcher and a
passionate educator. He believes that teaching goes beyond the
mere transfer of knowledge; its true essence lies in helping students
discover their own identities and uncover their genuine interests
throughout the learning journey. Drawing from his own experiences,
he hopes to guide students in making informed decisions about
their academic and career paths, rather than simply following trends
or the choices of others.

In managing his laboratory, Professor Wu places a strong emphasis
on the importance of "self-exploration." He encourages students to
use their two years of study to gain a deeper understanding of their
personalities, interests, and the career paths that best align with
their strengths. Rather than pursuing fleeting trends or following the
crowd, he believes students should focus on finding educational
and professional ﬁaths that reflect their true selves. This focus on
personal growth has made his teaching style particularly popular
among students, fostering a close, trusting relationship between
him and those he mentors.

Pursue Dreams Unwaveringly, Never Give Up

At the end of the interview, Professor Wu shared the guiding motto
that he has lived by: "Never give up." He reflected on the setbacks
and challenges he encountered throughout his academic and
professional journey, yet remained steadfast in his pursuit of his
dream of becoming a professor. He firmly believes that, regardless
of the path, success is rooted in perseverance and a strong belief in
oneself. Professor Wu's experiences and teaching ph||osopr&y have
undeniably brought fresh perspectives and energy to the College
of Computer Science. His presence will undoubtedly inspire more
students to boldly explore their potential and pursue their dreams.
Finally, let us warmly welcome Professor Chun-Feng Wu to the
College of Computer Science and look forward to his continued
breakthroughs in both teaching and research as he leads the college
toward a brighter future!
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Senior Professor Jong-Chuang Tsay Receives
Lifetime Contribution Award

On May 3, 2024, the College of Computer Sciences
at Yang Ming Chiao Tung University (NYCU) hosted a
prestigious banquet at the Cosmos Hotel Taipei. The
standout moment was the presentation of the "Lifetime
Achievement Award" to Dr. Jong-Chuang Tsay, a
distinguished senior professor, in recognition of his
remarkable contributions to academia and research over
the past 35 years. This award was truly a highlight of the
event.

The banquet was hosted by Ms. Shu-hua Zhao (CS
69), President of Apex Material Technology Corp and
a distinguished alumna of the 108th academic year at
NYCU. The fine red wine for the occasion was generously
provided by Mayor Wu (CS 68), chairman of Promaster
Technology Corporation and President of Prowine Co.
Ltd., who is also recognized as an outstanding alumnus
of the 109th academic year at NYCU. Faculty, alumni,
and friends gathered to celebrate this special occasion,
offering their heartfelt respect to Professor Tsai.

Professor Tsay has dedicated his 35 years at Yang
Ming Chiao Tung University to nurturing a generation of
exceptional talent. He has also laid a strong foundation
for the nation’s Information and Communication
Technologies through his significant contributions
to research and development. Among his many
groundbreaking achievements are:

1. In 1971, he led the successful development of
Taiwan's first small electronic computer and was
awarded the Outstanding Youth Award in 1972,

laying a foundation for the advancement of computer
technology in Taiwan.

2. In 1981, Professor Tsay supervised the development
of Taiwan's first programmable industrial robotic arm,
advancing automation technology and improving the
level of industrial automation in Taiwan.

3. In 1986, he led the development of Taiwan's first
computerized system capable of printing full-page
Chinese newspapers.

4. In 1991, Professor Tsay successfully developed the
Chinese terminal controller.

Professor Tsay voluntarily retired in 2003 and was
honored with the title of Emeritus Professor. He began
his teaching career in 1957 as a lecturer and gradually
advanced to associate professor in 1964 and full
professor in 1967, culminating in his honorary retirement
in 2003. Professor Tsay's deep passion for education and
unwavering dedication to his students not only made him
a cherished mentor but also established him as a pioneer
in the field of information technology.

On the evening of the award ceremony, numerous faculty
members and alumni from the College of Computer
Science came together to celebrate and share their
accomplishments and experiences in academia,
university affairs, and their professional journeys.
These remarkable individuals, whether in industry or
academia, have consistently infused new energy into the
development of Taiwan's information and communication
industry.
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Alumni Ceremony

On April 13, 2024, the Department of Computer
Science at National Yang Ming Chiao Tung University
(NYCU) celebrated "CS Reunion" as part of the NYCU
Anniversary Celebration Day. This event welcomed
distinguished alumni back to campus to share their
insights and included an award ceremony recognizing
individuals who excelled in various fields. It provided a
valuable opportunity for alumni and faculty to connect,
showcasing the department's strong alumni network and
the exceptional talents nurtured within the department.

Distinguished Alumni Speech

Insights from Mr. Liang-You Lee on His
Outstanding Achievements

Liang-You Lee, a graduate of the Institute of Electrical
and Control Engineering at NYCU, has served as an
independent director of ACE PILLAR. His exceptional
technological industry accomplishments demonstrate
his ongoing dedication to innovation and development.
At 74 years old, Lee embodies a passion for technology
and innovation; he not only stays up to date with current
trends but also embraces a mindset of lifelong learning.

In his speech, Lee emphasized that a passion for
technologz and a commitment to lifelong learning are
essential for success. He looked back on his time at
NYCU, when the university had only four departments,
noting how the field of computation and control he
studied has since become a cornerstone of today’s
smart manufacturin(% and Industry 4.0. He specifically
mentioned that the foundational knowledge he gained
enabled him to thrive in emerging technologies such as
industrial automation and Al. With a sense of humor,
he shared how he emPoned rapid learning techniques
to excel academically and quickly adapt to new
teohnolo?ies throughout his career. Lee also stressed
that problem analysis and resolution skills are among the
most vital competencies in the technology industry—a
theme that is central to his book, “Problem Analysis and
Resolution.”

Lee reflected on the founding of the "Information
Management Association" during a time when Taiwan's
information industry was still emerging and the concept
of information management was not widely recognized.
Establishing the association amid martial law Presented
numerous challenges, but with the support of Mr. K. T.
Li, it was successfully created, laying a crucial foundation
for the future development of the industry. After 42 years
of growth, the association has evolved into an essential
organization for information executives, now led by Dr.
Chi-Jen Chai, who continues to uphold its legacy.

Lee highlighted the significant influence of his education
at NYCU on his career. In addition to acquiring stronE
technical expertise, he developed essential teamwor

and leadership skills through his active participation in
extracurricular activities. Serving as president of both

the roller-skating club and the Star Voice club, he gained
valuable experience in team organization and project
management that proved crucial in his subsequent
professional endeavors. He encourages younger students
to fully embrace their time on campus, as these formative
experiences not only shape their career successes but
also profoundly affect their interpersonal relationships and
overall development.

Mr. Shih-Yuan Chen's Path to Teamwork and
Communication

Shih-Yuan Chen, a graduate of the Computer Science
Department (CS 73), currently serves as the president
and chairperson of Optoma Corporation. Throughout his
career, he has demonstrated a deep understanding and
practical application of teamwork and communication
skills. Having held key positions in various multinational
companies, he has showcased outstanding leadership
in areas such as technical develogment, product
management, and crisis resolution. In his speech, Chen
emphasized the critical role of soft skills in the workplace,
sharing insights on how he successfully navigated crises
and drove projects to completion through effective
c,?mr{nunicanon and collaboration, even in high-pressure
situations.

Reflecting on a pivotal moment in his career, Chen
recounted how he successfully guided his team through
a significant 8roduct crisis while serving as the general
manager of Coretronic Corporation's European Office.
Just before launching the product, they encountered
an unexpected quality issue that significantly impacted
the company and its supply chain. Chen emphasized
that when problems cannot be quickly resolved within
the technical team, effective communication and
collaboration are essential. To address the issues, he
traveled to the United States to engage directly with key
suppliers and propose swift solutions. He emphasized
that debating who was right or wrong was irrelevant;
the priority should be on uniting the team to resolve the
;ﬁroblem quickly and ensure a successful product launch.

his experience reinforced his belief that strong teamwork
and communication skills can lead to remarkable
outcomes, regardless of whether one is in a technical or
managerial role.

Chen delved deeper into the importance of establishing
effective communication channels within a team,
emphasizing that individual abilities cannot rival the
power of a united group. He urged students to not only
to prioritize acquiring professional skills in school but
also to develop their ability to collaborate effectively with
others, as this will be foundational to their success in
future careers. He pointed out that modern businesses
face increasingly diverse challenges, and the rapid pace
of technological advancement necessitates that everyone
continually enhance their skills and work alongside
professionals from various backgrounds to drive genuine
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innovation and breakthroughs.

Furthermore, Chen expressed his insights on the future
of artificial intelligence (Al) and digitalization, asserting
that these technologies will fundamentally reshape the
global industrial landscape. He urged younger students
to sustain their passion for learning, proactively tackle
the challenges presented by digital transformation, and
consistently develop both their professional and soft skills
to be well-equipped for the evolving job market.

The speeches by Mr. Liang-You Lee and Mr. Shih-Yuan
Chen not only highlighted their remarkable professional
achievements but also conveyed their deep insights
into the significance of continuous learning, teamwork,
and effective communication. Their experiences and
advice offered invaluable guidance for young students,
illustrating how to stay competitive in a swiftly evolving
technological landscape while consistently generating
value in their careers.

Outstanding Alumni Award Ceremony

During the 2024 Awards Ceremony, the Computer
Science Department honored ten remarkable alumni who
have distinguished themselves in both academia and
industry, making significant contributions to society.

Kee Ong (CS 78), CEO of Synnex Group, has leveraged
his exceptional cross-cultural management expertise to
drive the company's impressive success in the global
market. During his talk, he shared valuable insights from
his experience managing across diverse cultural contexts.
He urged the younger generation to stay humble, commit
to lifelong learning, refine their communication skills
across cultures, and demonstrate strong leadership in
the operations of multinational enterprises.

Vincent Ho (CS 79), currently the Deputy General
Manager of ShareHope Medicine Co., is at the forefront
of advancing smart healthcare. In his speech, Ho
highlighted how digital health has emer?ed as a vital
segment within the information techno odgy industry.
Reflecting on his early career in the media industry,
he stressed the critical role of digital transformation in
revitalizing traditional industries. He also shared how he
has leveraged those experiences to drive innovation in
the field of smart healthcare.

Benson Wu (CS 91), founder of CyCraft Technology, is a
pioneer in Al-powered automation cybersecurity solutions
that have been adopted by numerous companies
worldwide. Reflecting on his academic journey at
NYCU, Wu expressed deep appreciation for his strict yet
nurturing professors, who played a key role in shaping
his solid technical foundation. He also shared how the
challenges of entrepreneurship drove him to continually
enhance his problem-solving skills, ultimately leading
his Eotmpany to successful expansion in international
markets.

Andrew Lu *CS 83), Business Development Manager
at Google Cloud Taiwan, is dedicated to advancing
digital transformation and Al-driven empowerment for
businesses. Although he was unable to attend in person
due to a prior commitment, Lu shared his insights through
a video message, emphasizing his work in pioneerin
cross-industry innovation in the cloud business model.
He encouraged the younger generation to embrace the
opportunities of the digital age and harness emerging
_teghrl[qlogies to drive the transformation of traditional
industries.

Anderson Liang (CS 83, CS M.S. 85, CS Ph.D. 92),
Chief Technology Officer (CTO) of cacaFly, is the founder
of Taiwan's first programmatic advertising system.
Reflecting on his years at NYCU, Liang highlighted how
his participation in extracurricular activities and research
in the university’s labs were instrumental in shaping his
problem-solving skills for the professional world. He also
shared his journey to founding adHub Inc., discussing
the entrepreneurial challenges he faced and underscoring
the importance of learning how to secure a competitive
advantage in the global market.

Tung-Shou Chen (CS 75, CS Ph.D. 81), the current
President of the National Taichung University of Science
and Technology, shared his wealth of academic
experience through a video message. He expressed
heartfelt gratitude to the Department of Computer
Science at NYCU for playing a pivotal role in shaping his
career. Chen emphasized that the rigorous academic
training he received at NYCU not only enabled him
to excel in his field but also provided him with the
management skills and confidence necessary to lead and
oversee university affairs effectively.

Hui-Chu Huang (CS M.S. 78), former General Manager
of IBM Taiwan, was instrumental in driving digital
transformation across businesses. Reflecting on her 35-
year career, Huang shared valuable insights from her
time at IBM, focusing on her pivotal contributions to the
digitalization of the financial and manufacturing industries.
Even after retiring, she remains actively engaged in the
management of several companies. Huang encouraged
everyone to not only strive for professional success but
also to embrace a fulfilling and joyful life beyond the
workplace.

Hey-Chyi Young (CS 76), currently the President of
the Business Group at Chunghwa Telecom, shared her
experiences in driving innovation at the company, with
a particular focus on advancing digital services. In her
speech, Young urged the younger generation to boldly
embrace challenges and foster a mindset of continuous
innovation in their career.

Jerry C.henlg (CS 75), founder and CEO of LiveABC
Interactive English Group and General Manager of
Hebron Soft Limited, is a pioneer in the development
of computer-based English learning systems in Taiwan.
As the first to invest in the research and development
of such systems, Cheng has showcased remarkable
expertise in language education, information technology,
and system integration. His innovative contributions to
numerous interactive English teaching projects have
played a pivotal role in advancing the industry.

Harrison Hsieh (CS 85), Vice President at MediaTek
Inc., leads a high-performing development team that
annually delivers 25 to 30 diverse chipsets, covering a
wide range of technologies from mature process N28
to advanced process N3. These chipsets, powering
products such as smartphones, TVs, Wi-Fi routers, and
tablets, have consistently dominated their respective
markets. In 2023, Hsieh was honored with the National
Manager Excellence Award in recognition of his
exceptional leadership. Widely acknowledged for his
contributions to information technology innovation and
entrepreneurship, his career serves as an inspiring model
for young%1 students, demonstrating the vast market
potential that lies in technological innovation.

Alumni Association and Department
Development

After the award ceremony, Alumni Association President
Nathan Chiu took the stage to express his heartfelt
gratitude to the alumni for their continued support. He
emphasized the crucial role the Alumni Association
plays in strengthening the connection between alumni
and the university, urging more alumni to join and
actively contribute to the ongoing growth and success
of their alma mater. Next, Professor Jiun-Long Huang
provided an update on the Department of Computer
Science's recent developments, with a particular focus
on its collaborative initiatives with the industry. He also
shared insights into the department’s future research
directions, expressing confidence that the department
would continue to lead the way in the ever-evolving field
of information technology. The atmosphere at the event
was warm and inspiring, as alumni reflected on their time
at NYCU and shared their professional achievements.
Attendees remarked that this “Alumni Reunion” not only
deepened the bond between alumni and the university
but also served as a source of inspiration for current
students, motivating them to face new challenges and
opportunities confidently.
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Silicon Valley CS Alumni Career Insights Forum

Six Silicon Valley Alumni Share Candid Insights: Navigating Job
Applications, Career Transitions, Promotions, and Embracing the

Al Revolution with the Right Mindset and Skills

The Computer Science Alumni Networking Event took
place on August 24, 2024, at the Industrial Technology
Research Institute’s Silicon Valley office. Attending were
several distinguished guests, including Dr. Jyh-Cheng
Chen, Dean of the College of Computer Science; Dr.
Chien-Chao Tseng, Associate Dean; Dr. Jiun-Long
Huang, Department Chair; Dr. Chun-Ying Huang,
Director; and Nathan Chiu, President of the Alumni
Association. They traveled to the Bay Area to connect
with alumni and share updates about the department.
We were also honored by the presence of Dr. Min-Wen
Du, the 80-year-old former Chair of the Department of
Computer Science. The event featured six alumni from
Silicon Valley who shared valuable insights into their
career journeys and perspectives on Al trends. The event
concluded on a high note, filled with lively discussions
and laughter.

This event was hosted by Victor and Irene, both software
engineers at Google. The six invited alumni included
software engineers and individuals with backgrounds
in hardware, project management, executive roles, and
interviewers. Below are the details of the six alumni:

1. Meta: Tony Liu, Engineering Manager

2. Juniper Networks: David Jea, Senior Director of
Software Engineering

3. Covariant Al: Victor Lin, Head of Software

4. Salesforce: Hsuan-Ya Yu, Senior Software
Engineer

5. Google: Nicolas Lin, Product Manager

6. Rivos: I-Shuan Tsung, Lead of CPU Design
Verification Team

Q1: Insights and Experiences on the Job
Search Process.

I-Shuan Tsung: After spending twelve years at Apple
and later transitioning to a startup, I-Shuan with her
hardware background shared her insights on the potential
for growth in the Department of Computer Science. She
pointed out that, in addition to performance analysis,
hardware detection, and verification, individuals can play
a significant role in developing entire CPUs or GPUs.
However, she noted that due to strict U.S. regulations
on talent, obtaining design positions can be a challenge
for individuals from countries such as China. Therefore,

acquiring design-related skills can greatly enhance one’s
career prospects. I-Shuan emphasized that design is
fundamentally about problem-solving, which involves
navigating from the known to the unknown. During
interviews, employers often focus on candidates' critical
thinking abilities by presenting unfamiliar problems to
evaluate their approach to finding solutions. Additionally,
she stressed the importance of mastering computer
architecture, encouraging students to pay special
attention to this area.

Tony Liu: Tony, an interviewer at Meta, emphasized
the importance of aligning your work experience with
the job you're applying for to make your resume stand
out. He noted that Meta usually prioritizes candidates
with experience from companies like NVIDIA or A&D.
Tony advised graduates to seek internships at large
companies, as these experiences can significantly
enhance their resumes. Additionally, he mentioned
that META is actively seeking talent with expertise in Al
and GPU. For professionals in this industry, it is a great
opportunity to explore new career options.

Q2: How is Al shaping the careers of tech
professionals in Silicon Valley today? What
skills are essential for transitioning into the
next generation of project managers and
software engineers?

Nicolas Lin: From a project manager's perspective,
| have been part of the machine learning Al team for
the past two years, but even in a front-line position, |
couldn’t predict the rapid rise of OpenAl. Therefore, |
advise everyone to step back and approach Al from a
fundamental standpoint. While Al has certainly led to
many positive changes, assessing its business return on
investment (ROI) is the most important factor. With this in
mind, you'll be less likely to follow trends blindly.

Victor Lin: From an engineer's perspective, Silicon
Valley is always at the forefront of technology, and the
landscape is constantly evolving. We’ve seen industries
transition from semiconductors to personal computers,
then to the internet, and now into the Al era. When faced
with the Al trend, our main priority should be determining
how to implement applications. For example, the rise
of open-source software has significantly changed the
way people code and the focus of coding. Another key
consideration is enhancing productivity. Today, numerous
online resources are available to help people write code
more effectively. In the rapidly changing landscape,
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engineers must learn to adapt for survival, and only then
can they succeed. The influence of Al has revolutionized
available tools and techniques while reallocating
substantial funding. This shift has unfortunately led to
significant layoffs at major companies like Meta and
Google. Nevertheless, these same companies are still
actively hiring talent for Al-related roles. It is essential
to recognize ongoing environmental changes to adjust
accordingly and commit to continuous learning.

David Jea: From a manager's perspective, it's essential
not only to view Al as a tool and learn to leverage its
potential; but more importantly, to focus on ‘'identifying
problems.' One should approach challenges from
multiple perspectives—such as those of the consumer,
product, and others—rather than waiting for others to
define the problems.

Tony Liu: The Al we encounter today vastly differs
from what we learned in college. As a result, even as
a manager, it’'s important to continue learning every
day. This can be achieved by reading research papers,
attending seminars, participating in discussions, exploring
online resources, and staying informed about the latest
industry trends. Predicting the next breakthrough, such
as OpenAl or NVIDIA, is challenging. Even industry
professionals are still figuring out how to navigate the
evolving Al landscape. | recommend you stop blindly
following trends. Instead, trust your instincts and pursue
your passions. The market is extensive, and by honing
your expertise, opportunities and success will follow.

I-Shuan Tsung: From a hardware perspective, | want
to emphasize the importance of computer architecture,
as the design methodologies used in hardware
development are highly transferable. Additionally, CPU
design within computer architecture is one of the most
complex challenges in the industry. Therefore, | strongly
recommend taking CPU-focused courses in college
to master advanced problem-solving techniques and
enhance your ability to navigate complex design trade-
offs. This solid foundation will empower you to apply your
skills to any design challenge in the future.

QAS3: In the age of Al, in addition to fostering
a mindset of self-learning and continuous
improvement, how should one approach the
idea of promotion after many years in the
workforce?

Hsuan-Ya Yu: Advice for new graduates: Many people
think that promotions are solely determined by their
boss, but the reality is that you need to take the initiative.
Reflect on what you are passionate about, actively seek
opportunities to showcase your skills, and ensure that
you remain visible to others.

Victor Lin: Promotion requires both skill and opportunity.
While developing and refining your abilities is essential,
opportunities may depend on your boss or need to be

actively pursued by you. It is essential for your boss to
understand your strengths, recognize the opportunities
that are important to you, and be willing to support your
growth. Furthermore, taking the initiative to seek out
opportunities independently is crucial. In junior positions,
skills are often valued more than opportunities. However,
as you progress to more senior roles, it is essential to
invest time in seeking diverse opportunities or even
creating your own path to success.

David Jea: Consider the number of Vice Presidents (VPs)
or senior directors a company can have; opportunities
at these levels are often limited. If a large company lacks
such openings, starting at a startup can be a good
alternative. Besides skills and competence, being able to
present yourself effectively is crucial. For example, people
from India are particularly skilled at showcasing their
strengths, often turning something that’s only partially
developed into something that appears fully polished.
Moreover, switching jobs strategically can open up new
opportunities and help you advance your career.

I-Shuan Tsung: Here’s something you can start today:
read The Pragmatic Programmer and begin practicing
its 70+ good habits. This will help differentiate you from
colleagues who are doing the same work. Another great
opportunity to begin with is to take some time to reflect
on your personal goals and use your one-on-one time
with your manager to discuss your growth path.

Tony Liu: I'd like to share two valuable tips. First, when
speaking with your manager, be upfront about your
desire for a promotion. Clearly outline your goals and
discuss the specific actions required to achieve them.
Being transparent about your ambitions is essential;
otherwise, while others may actively pursue their goals,
your manager might overlook yours or not have the time
to consider them. If that happens, your promotion could
easily fall off their radar. The second tip is to assess
whether higher-position managers can recognize you
by name. This is an important indicator of your standing
within the organization and helps you gauge your visibility
and influence.

Nicolas Lin: For junior employees, my advice remains
the same as everyone else: be clear and upfront with
your manager about your goals at this stage in your
career. Make sure to communicate whether you're aiming
for advancement or, due to personal or family reasons,
you're content with staying at your current level for
now. For mid-level or more experienced professionals,
it's essential to be always prepared, as opportunities
can arise unexpectedly. | refresh my resume every six
months and make it a point to interview with two or
three companies annually. This helps me stay sharp and
familiar with the interview process. For those with more
experience, being constantly prepared is key to seizing
opportunities as they arise!

QA4: Key workplace skills are fundamental to
achieving success in any career.

Nicolas Lin: | recommend spending more time engaging
in small talk with colleagues and managers. This can be
achieved by gathering more information, practicing a
variety of conversation topics, and mastering common
social phrases in English.

Hsuan-Ya Yu: As remote work is becoming more
common, developing effective communication skills has
become increasingly important.

Tony Liu: | encourage everyone to "exercise more,"
as it promotes a healthy body and offers excellent
conversation starters for small talk with colleagues—
benefiting you in multiple ways.

I-Shuan Tsung: | want to emphasize the importance of
"reaching out" and avoiding self-imposed limitations or
restrictions set by your organization. When encountering
something new or unfamiliar, don't hesitate to connect
with experts in that field and learn from the best.
Reaching out offers numerous advantages—it helps you
expand your network, gain recognition, and build cross-
disciplinary relationships, which are highly valuable for
personal and professional growth.

David Jea: | want to offer some advice that is particularly
useful in established, traditional companies: take the
time to understand the company’s processes. Mastering
these processes can lead to significant advantages—
this is how | became the highest-paying engineer in our
business unit. However, this approach doesn’t apply
to startups, as they often lack structured processes. In
addition, | recommend getting familiar with frameworks
like Google’s OKRs. This is especially valuable when
transitioning from a smaller company to a larger one.
Such frameworks can help you define your goals and
understand where you can make the most meaningful
contributions within the organization.

Victor Lin: First, | fully agree with |-Shuan’s advice
to focus on mastering computer architecture, as it
is a critical skill for anyone in R&D. Secondly, | highly
recommend seeking out a mentor. There will inevitably
be times when you feel uncomfortable discussing certain
matters with your boss, or when it's not quite appropriate
to approach your colleagues. In these situations, a
mentor can be invaluable. They can offer guidance,
help you brainstorm solutions, and give support when
challenges arise. Many large companies offer mentorship
programs to help you connect with a mentor, but if
that's not available, you can take the initiative to find one
yourself. Participating in activities like sports or engaging
in casual conversations can be excellent ways to build
relationships with potential mentors.

QAD5: Could everyone share a personal tip on
how you motivate yourselves to take on tasks
you find intimidating?

Victor Lin: My approach is to set specific goals. For
instance, at a company party, I'll challenge myself to talk
to a set number of people I've never met before. This
helps push me out of my comfort zone and encourages
me to communicate more, ultimately expanding my
network.

David Jea: If you're in software development, consider
taking the initiative to own bugs. This approach allows
collaboration and boosts visibility among senior
leadership, increasing recognition opportunities.

I-Shuan Tsung: At first, | was hesitant to speak up. To
overcome this, | made a point to have lunch with English-
speaking colleagues every day. This forced me to engage
socially, and as a result, my English improved significantly,
and | gained both a mentor and new friends. The key is
to be bold and actively create opportunities for yourself.

Tony Liu: I'm not a very sociable person, so | don’t
actively seek out social situations. However, I've found
it helpful to focus on activities | enjoy and look for
others who share those interests. For example, if both
people enjoy fitness or jogging, it creates a natural way
to connect. I've also accepted that small talk isn’t my
strength, but when | do have the chance to interact with
someone, | make a conscious effort to engage with them
sincerely and take the opportunity to build a genuine
connection.

Nicolas Lin: Many people feel anxious about socializing
or engaging in small talk because they lack confidence
in their English skills. When | first came to the U.S., |
studied for two years. Despite being naturally introverted,
| took advantage of available resources by working with
an English coach to practice speaking. Over time, as my
skills improved, the pressure began to decrease. Another
key point is that ‘interests are important." Don’t worry
if your hobbies seem niche or insignificant—these can
serve as great conversation starters. Shared interests
can open up many opportunities. For instance, | have
a passion for cars, so | began attending local events.
At these events, less than 10% of the attendees are
Asian, and the crowd is incredibly diverse. Because |
am genuinely interested in the topic, | can engage in
conversations naturally, learn new things, and never feel
the need to force anything or pretend to be an expert.

Hsuan-Ya Yu: Based on my experience, engaging in
conversations with colleagues working on the same
project helps strengthen my professional connections.
Discussing work-related topics or sharing personal
stories fosters a more positive and collaborative work
environment. Furthermore, working with a career coach
can be extremely beneficial, providing valuable insights
and guidance for your professional growth.
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Rorschach Test and Large Language Models

| have been consistently exploring the combination of
various tools with large language models (LLMs) as
the most effective method for digitally transforming
traditional software tools. For example, merging the
Fishbone Diagram with ChatGPT has proven to be
highly effective. My next goal is to experiment with
integrating LLMs and the Rorschach Inkblot Test for
psychological projection assessments.

When | attempted to integrate ChatGPT with the
Rorschach Inkblot Test for psychological projection
assessments, ChatGPT's performance was inconsistent
and lacked authenticity.

The Rorschach test consists of 10 inkblot patterns,
each near-perfect symmetrical. Among them, five are
black, two are black and red, and the remaining three
are colored. These inkblots were not randomly created;
Hermann Rorschach (1884-1922) meticulously crafted
each one to maximize ambiguity and "contradiction."

Rorschach developed the inkblot test to diagnose
schizophrenia. Successive researchers expanded its
use to assess general personality traits. This test has
demonstrated remarkable vitality in both psychological
and cultural settings.

The Rorschach test pays more attention to how
you interpret what you see rather than the images
themselves. While most of the inkblots may appear
as meaningless shapes, they can reveal various
perspectives, allowing for individual creativity. However,
these inkblots also possess a specific structure that
enables an objective assessment of whether your
interpretations align with standard expectations or
deviate from them.

Hermann Rorschach was a Swiss psychiatrist who
studied under Carl Gustav Jung. Unlike Rorschach,
Freud focused on verbal processes, and his
psychological approach was centered on talk therapy,
making it easier for early language models like ChatGPT
to incorporate Freud's methods. In contrast, Rorschach
believed that visual perception delves deeper than verbal
expression and that our interpretations of what we see
can reveal more insight into our identities. Recently,
multimodal learning models (Multimodal LLMs) have
proven to be better suited for adapting to Rorschach's
test.

Shortly after creating the test, Rorschach passed away,

and the test started to evolve in ways he could not have
anticipated. In the United States, different variations of
the Rorschach test are used to assess traits such as
mysterious inner qualities, personal charisma, and what
sets someone apart in a crowd.

During World War I, the Rorschach test became
extensively used in clinical psychology. It was utilized
in the Nuremberg trials for Nazi war criminals and also
used to evaluate peasants in the jungles during the
Vietnam War. Experts provide interesting interpretations
of the responses given by subjects. For example,
having more than four sexual responses out of the ten
cards might be interpreted as a sign of schizophrenia,
whereas an unusual low number of sexual responses
could indicate sexual frustration.

Rorschach created the inkblot cards by folding them
along their central axis while still damp, resulting in
a symmetrical effect. This design allowed subjects
to rotate the cards by 90 degrees and view them as
reflections in water. When analyzing criminal subjects,
mirror responses help differentiate between psychotic
and non-psychotic individuals. Observing fine details in
the shapes can be interpreted as a sign of impulsivity
or heightened alertness, reflecting the ability to notice
what others might overlook. However, an excessive
focus on details might indicate an obsession with trivial
matters, rigid and compulsive thought patterns, or even
paranoia.

Afterward, many studies were published involving tests
on different subjects, with some being quite bizarre and
others rather amusing.

The Rorschach test has sparked considerable
controversy and prompted in-depth research by
meticulous scholars. A comprehensive study conducted
in 2013 reviewed all research related to the aspects the
test claims to measure, excluding less rigorous studies,
and confirmed the test's current validity. The inkblots
have objective visual traits, and the test has a concrete
history and purpose. When administered properly, its
results remain meaningful.

The Rorschach test is clearly not a simple tool to master,
but its effectiveness could be significantly enhanced if
skillfully integrated into large language models (LLMs)
using techniques such as fine-tuning or Retrieval-
Augmented Generation (RAG).
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Fun Facts abhout Radar

Various radar technologies have been utilized in the
Ukraine-Russia war, including surveillance radar, anti-
aircraft radar, and battlefield monitoring systems
deployed by both parties. These radar systems are
used to detect aircraft, missiles, and ground activities.

Who were the brilliant minds behind the
pioneering radar technologies?

During World War I, the Radiation Laboratory at the
Massachusetts Institute of Technology excelled in
studying electromagnetic waves and made significant
contributions to radar development. The laboratory
also produced several Nobel Prize winners, including
Isidor Isaac Rabi (1898-1988), who coined the term
"Nuclear magnetic resonance" and confirmed nuclear
angular momentum in 1937, subsequently awarded the
Nobel Prize in Physics in 1944. Edward Purcell (1912-
1997) and Felix Bloch (1905-1983) discovered that
substances with an odd number of protons or neutrons
can undergo resonance under an external magnetic
field, emitting specific radio frequency signals. They
were jointly awarded the Nobel Prize in Physics in 1952.
This discovery was initially applied to chemical analysis.
Purcell reportedly had only six published papers at the
time of receiving the Nobel Prize.

Luis W. Alvarez (1911-1988) was awarded the Nobel
Prize in Physics for constructing the first proton linear
accelerator and for his contributions to the study of
elementary particles. Norman F. Ramsey (1915-2011)
developed the separated oscillatory field method and
applied it to hydrogen masers and other atomic clocks.

During World War Il, the military needs of major powers
accelerated the rapid development of advanced
scientific technologies, leading to the creation of radar.
The relentless bombings of London by the German

Luftwaffe from across the sea greatly troubled the

United Kingdom during the war. This prompted a
pressing need for technology capable of detecting
metallic objects in the air to aid in locating German

aircraft during air defense operations.

Sir Robert Watson-Watt (1892-1973) developed the
earliest concept of radar with the aim of collaborating
with the United States to counter the German military.
This collaboration led to a focused effort among
scientists to research electromagnetic waves during
the war. Their work resulted in the development of
radar technologies for ground-to-air and air-to-ground
bombing searches, air-to-air interception fire control,
and enemy identification capabilities, which significantly
impacted the German military.

After the war, radar technology found various civilian
applications. For example, the microwave oven,
nicknamed the "radar oven," became popular among
housewives. Radar speed guns were used to deter
speeding drivers. Sir Robert Watson-Watt was once
caught speeding by a radar speed gun and fined.
He experienced firsthand the consequences of his
invention's adaptation, which elicited mixed feelings of

irony and amusement.

Dr. Jason Yi-Bing Lin

Lifetime Chair Professor of the Department of
Computer Science at National Yang Ming Chiao
Tung University and Winbond Chair Professor

Dr. Lin is currently a lifetime chair professor of the
Department of Computer Science at National Yang
Ming Chiao Tung University and Winbond chair
professor. He is an ACM Fellow, |[EEE Fellow, AAAS
Fellow and IET Fellow. His research interests include
Internet of Things, mobile computing, and system
simulation. He has developed an Internet of Things
system called loTtalk, which is widely used in smart
agriculture, smart education, smart campus, and
other fields. He has a variety of interests, such as art,
painting, and writing, as well as voyaging through
science, technology, and humanities.




S sy

Seminar

Sardly Pepavreh

&@m@mlmﬁmmmﬁa inceton

and|EromJAcademyitolA

B aierto Someth
to be sluck doing it”

“Instead of pulling one numbel
ass, pull out two”
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Dr. Sergiy Popovych, originally from Ukraine, obtained
his bachelor's degree in Computer Science from
National Chiao Tung University in 2014. He then
pursued and completed both his master’s and
doctoral degrees at Princeton University. Throughout
his academic journey, Dr. Popovych established
a startup that successfully secured $11 million in
investment from Y Combinator, Princeton University
startup accelerator. He is currently serving as the
Chief Technology Officer (CTO) at Zetta Al, a company
dedicated to neuroscience research.

On June 24, 2024, Dr. Popovych revisited his alma
mater to deliver a speech. He recounted his journey
from studying computer science in Taiwan to leading
a computational neuroscience startup in the United
States. Dr. Popovych detailed how his work on large-
scale computer vision applications at Princeton
University played a crucial role in securing startup
investment during his doctoral studies. He also
discussed the challenges of raising venture capital
in today’s competitive landscape and highlighted his
successes in this area. Additionally, he introduced
his current role as Chief Technology Officer at Zetta
Al, explaining how he and his team leverage artificial
intelligence to analyze brain tissue data. Dr. Popovych
also shared insights into the latest advancements in Al,
as well as the challenges that need to be addressed
before these technologies can be effectively applied to
human brain analysis.

In the first half of his speech, Dr. Popovych shared
his educational journey, which began with EDA
research at National Chiao Tung University. He then
transitioned to a compiler research lab at Princeton
University. When his advisor shifted research focus,
Dr. Popovych's exceptional software development
skills, honed through his work on compilers, attracted
the attention of other professors and led him to a lab
focused on Al research. During his studies, he and
his classmates co-founded Activeloop, a company
offering GPU and other computing rental services.
Their initial demo secured a $1 million investment;
however, the venture ultimately failed due to changes
in visa regulations and disagreements with co-
investors. Dr. Popovych compared the entrepreneurial
environments of Taiwan and the U.S., noting that in
America, the startup scene is dynamic, with nearly
every student eager to raise funds and launch
ventures, often without a well-defined proposal. While
Taiwanese students demonstrate great confidence
and are equally, if not more, skilled in engineering,
he expressed confusion about why Taiwan, despite
its abundance of talented engineers, lacks a robust
startup industry. He speculated that challenges with

fundraising or cultural differences might be to blame.

Dr. Popovych discussed his current research at
Zetta Al, where he is employing artificial intelligence
to advance the field of neuroscience, in the second
half of his speech. Given the inherent complexity
of neural tissue, Dr. Popovych and his team use
Al to analyze a series of 2D electron microscopy
images of brain tissue slices, reconstructing the 3D
architecture of individual neurons and their synaptic
connections. They face challenges such as tissue
jitter, potential rupturing, or folding during the slicing
process, which can cause significant discrepancies
between consecutive images, and the lack of ground
truth data necessary to train the Al. To address these
issues, Zetta Al combines traditional image processing
techniques, such as optical flow, with self-supervised
learning methods. Dr. Popovych believes that
integrating Al with conventional techniques is a more
practical and feasible approach than relying on either
method alone.

Dr. Popovych emphasized the importance of using Al
in neuroscience research, particularly from a funding
perspective. Zetta Al's primary investors include U.S.
government agencies such as the National Institutes of
Health (NIH) and the Intelligence Advanced Research
Projects Activity (IARPA). For NIH, advancing research
on mental health and other conditions requires a
deep understanding of the human brain and nervous
system. This research demands effective tools for
analyzing brain tissue. Just as the Human Genome
Project used computers and algorithms to accelerate
gene sequencing, Al technology has the potential to
significantly expedite neuroscience research. With
Al's growing prominence globally and the push to
advance Al technologies, IARPA is making substantial
investments in Al startups to build technological
capabilities and foster innovation.
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Dr. Tei-Wei Kuo received his Bachelor's degree in
Computer Science & Information Engineering from
National Taiwan University in 1986 and his Ph.D. in
Computer Science from The University of Texas at Austin
in 1994. He is currently the CTO of Delta Electronics
(since February 2024) and a Distinguished Professor
in the Department of Computer Science & Information
Engineering at NTU. He previously served as the Acting
President of National Taiwan University (from October
2017 to January 2019) and Vice President for Academic
Affairs (from August 2016 to January 2019). Professor
Kuo was also an Adjunct/Visiting Professor and Senior
Advisor at the Mohamed bin Zayed University of Artificial
Intelligence (from February 2023 to January 2024),
and the Lee Shau-Kee Chair Professor of Information
Engineering, Advisor to the President (Information
Technology), and Dean of the College of Engineering
at the City University of Hong Kong (from August 2019
to July 2022). His research areas include Embedded
Systems, Non-volatile Memory Software Designs,
Neuromorphic Computing, and Real-time Systems.

Over two decades ago, flash memory transformed the
computing industry. Since then, storage devices have
made notable advancements in performance, energy
efficiency, and access behaviors. In recent years,
their performance has increased by over 1000 times,
creating new challenges in computer design, particularly
in eliminating traditional 1/0 bottlenecks. During his
speech, Professor Kuo introduced various solutions in
neuromorphic computing that endow memory chips with
new computational capabilities. He specifically addressed
the challenges of application co-designs in in-memory
computing and demonstrated how the characteristics of
non-volatile memory can be leveraged to optimize deep
learning.

The lecture focused on two main strategies: using
Resistive Random Access Memory (ReRAM) and Phase
Change Memory (PCM) as the optimization solution
for deep learning. It covered approaches to address
accuracy issues with ReRAM and durability issues with
PCM in deep learning computations.

Professor Kuo began by discussing the utilization of deep
neural networks (DNNs) in embedded systems during the
Internet of Things era. The discussion focused on image
and speech recognition on edge devices. To enhance the
computational efficiency of DNNs, he introduced a new
technology called Processing in Memory (PIM), which
integrates computation and memory units, substantially
reducing power consumption.

, TeJ;Wel Kuo (CTO of Delta Electromcs
~~ Data—centrlc computl

ﬁ’n

In recent years, crossbar accelerators equipped with
resistive random-access memory (ReRAM) have caught
much attention as a promising solution for 10T devices.
ReRAM stores data by modulating the resistance of cells
and also performs computational functions, making it
highly valuable for IoT and edge applications. However,
programming variation errors in ReRAM hinder its
scalability in large-scale applications, especially in multi-
bit ReRAM design and crossbar scalability. Professor
Kuo is dedicated to addressing these challenges through
innovative self-adaptive data manipulation strategies
aimed at reducing analog variation errors of ReRAM
crossbar accelerators. He has introduced three key
designs: Weight Rounding Design (WRD), Input Sub-
cycle Design, and Bit-line Redundancy Design (BRD).
These designs not only mitigate overlapping variation
errors but also enhance inference accuracy.

Phase-change memory (PCM) is also a promising solution
for neural networks due to its excellent performance,
high density, and near-zero leakage power. However,
challenges such as limited write cycles and uneven
read/write performance hinder its application in neural
networks. Professor Kuo is exploring the optimal use of
PCM-based systems for training neural networks while
maintaining accuracy. Neural network operation involves
two crucial stages: training and inference. The training
stage requires significant computational resources and
main storage capacity for operations like backpropagation
and gradient descent. The inference stage applies the
neural network to tasks such as classification. Over the
past decade, researchers have addressed computational
and storage challenges by reducing model structures and
optimizing data flow and content. However, research on
non-volatile memory (NVM) applications remains limited.
Professor Kuo has proposed a data-aware programming
design to optimize PCM write operations, reduce memory
access latency during the training process, and extend
PCM's lifespan without compromising neural network
accuracy. Experimental results indicated that this method
significantly improved training performance and extended
PCM's lifespan by up to 3.4 times while maintaining
neural network accuracy.

In the end, Professor Kuo emphasized the significant
impact of memory performance on neural network
computations. During the Q&A session that followed, he
provided valuable insights in response to questions from
the audience. | am very grateful for the opportunity to
learn from the invaluable research experience imparted
by Professor Tei-Wei Kuo from National Taiwan University.
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Dr. Pascal Poupart is a professor at the David R.
Cheriton School of Computer Science at the University
of Waterloo in Canada. He also serves as a CIFAR Al
Chair at the Vector Institute and is a member of the Al
Institute at Waterloo. Since 2022, he has been part of
the advisory board for the NSF Al Research Institute at
Georgia Tech. Previously, from 2018 to 2020, he held
the roles of Research Director and Chief Research
Scientist at the Waterloo Borealis Al Research Lab
at the Royal Bank of Canada. His research primarily
focuses on developing machine learning algorithms for
natural language processing and materials discovery,
with a particular emphasis on reinforcement learning.
His team is currently engaged in several notable
projects, including Inverse Constraint Learning, Mean-
Field Reinforcement Learning, Foundational Models
for Reinforcement Learning, Bayesian Federated
Learning, Uncertainty Quantification and Calibration,
Probabilistic Deep Learning, Conversational Agents,
Transcription Error Correction, Sports Analytics,
Adaptive Satisfaction, and materials to facilitate
desirable chemical reactions for CO2 conversion and
CO2 capture.

In his speech, Professor Poupart highlighted the
crucial role of real-world constraints in the practical
implementation of reinforcement learning (RL) and
control systems, and proposed feasible algorithmic
solutions. These constraints are essential for
ensuring the feasibility of implementation, safety,
and adherence to key performance indicators.
However, some constraints are challenging to define
precisely, particularly in complex applications such as
autonomous driving. While establishing target reward
functions is relatively straightforward, accurately
articulating the implicit constraints that expert drivers
adhere to for safe, smooth, and comfortable driving
proves to be much more difficult.

Professor Poupart introduced the concept of Inverse
Constraint Learning (ICL). While Inverse Reinforcement
Learning (IRL) traditionally focuses on determining
the reward functions that explain expert behavior, this
approach is often insufficient in practical applications.
Understanding the constraints underlying behavior
is equally important, as these constraints frequently
provide a more intuitive rationale for actions than
reward functions, which is especially crucial in safety-

critical contexts. By reverse-engineering these
constraints, we can uncover the implicit logic behind
expert behavior, enabling the design of autonomous
driving strategies that more closely mimic human
behavioral patterns.

He also examined methods for learning soft
constraints from expert trajectories. This strategy
relies on a known reward function and utilizes expert
trajectories to derive soft constraints. In real-world
applications of machine learning and reinforcement
learning, challenges often arise from noise in sensor
data or imperfect expert demonstrations. This
necessitates a balance between the data's reliability
and the model's performance. Unlike traditional hard
constraints (like energy usage limits), soft constraints
permit the model to occasionally breach certain
restrictions, seeking for a balance between the reward
function and constraints. As a result, the model can
implement more adaptable strategies in response.

Moreover, Professor Poupart presented a risk-
averse reinforcement learning approach that utilizes
Gini deviation. In various real-life scenarios, such as
avoiding collisions in autonomous driving or minimizing
substantial financial losses in portfolio management,
risk avoidance is crucial. While traditional reinforcement
learning focuses on maximizing expected returns,
risk-averse reinforcement learning also considers
risk management. Gini deviation offers an alternative
to conventional variance-based methods, allowing
for a more effective assessment of potential risks
during strategy implementation, especially in high-risk
decision-making contexts.

This presentation introduces an array of new research
tools and offers practical insights into implementing
safe artificial intelligence in real-world applications.
It enhances the feasibility of developing intelligent
systems capable of autonomously adapting to
complex environments and meeting rigorous safety
standards. The insights and methodologies provide
valuable guidance for the fields of machine learning
and reinforcement learning, particularly in addressing
uncertainty and managing risk. This alignment ensures
that these technologies are better suited to meet the
demands and challenges of real-world applications.
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Our speaker, Owen Randall, is from the University
of Alberta. He completed his Master's degree there
and is now pursuing his Ph.D. He is currently part of
Professor Martin Muller's research team, focusing
on reinforcement learning and game-tree studies.
Professor Martin Muller was the Ph.D. advisor to David

Silver, the leader of the AlphaGo team.

During the lecture, Mr. Randall introduced a paper
titled "Expected Work Search: Combining Win Rate
and Proof Size Estimation," where he serves as the
lead author. The method was developed in response
to his research team’s discovery that evaluating a
game state based solely on win rate or proof size

would be insufficient and lead to various problems.

Taking the game of Go as an example, if we rely
solely on win rate to evaluate the game state, we
may encounter situations where the win rates for
various moves are close to 100%. This might give
the impression that any move on the board could
be equally good. However, the reality is that only a
few specific moves will lead to victory in the shortest
number of steps. While other moves could still lead to
winning the game, they would require more steps and
computational resources. Therefore, the aim in such
situations is to identify moves that lead to victory in the
shortest number of steps (i.e., with the smallest proof

size) under similar win rate conditions.

When evaluating the game state based on proof
size, discovering a scenario where we can capture
the opponent's pieces to increase the number of
possible moves leads to a higher branching factor.
However, the increase in options can discourage

further expansion of such a position through proof

)
EfficientlyfSolving[Gamesjwith[Expected|Work{Search

number search (PNS), ultimately reducing our chances
of winning. Therefore, it's important to strike a balance
between proof size and win rate, so that we don't
spend excessive time on proofs while still maintaining

a good chance of winning.

In this paper, a new approach called Expected Work
Search (EWS) is introduced. EWS strikes a balance
between win rate and proof size by leveraging metrics
from both aspects to prioritize the nodes in the game
tree. This prioritization process allows the method to
focus on nodes with smaller proof sizes and promising
win rates for expansion, ultimately aiming for both
speed and high win rates. Compared to traditional Go
solvers, this method achieves an impressive sixfold
speed increase, showcasing its practicality. For more
details, the research paper has been accepted at the

esteemed [JCAI conference.

After the lecture, Mr. Randall and the audience enjoyed
lunch together. We are truly grateful for the unique
opportunity to participate in academic discussions
with esteemed speakers from leading universities
around the world. This experience has left a lasting

impression on all of us.
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Japanese Telecom Tycoon Sachio Semmoto Awarded
Honorary Doctorate by NYCU; Family of Brain—-Injured
Student Expresses Gratitude for Educational Support

On May 28th, National Yang Ming Chiao Tung
University (NYCU) conferred an honorary doctorate
upon Japanese telecommunications magnate Mr.
Sachio Semmoto for his outstanding achievements
in the telecommunications industry and significant
contributions to society.

On the day of the ceremony, a family member of the
computer science student who had been struggling
due to an accident attended and publicly expressed
gratitude. They thanked Mr. Semmmoto for his donation,
which helped the student and their family navigate
challenging times. Additionally, a profoundly moving
gratitude video was played featuring Classmate Liu,
a student who suffered a brain injury in an accident,
expressing his admiration and appreciation for Mr.
Semmoto through handwritten words.

Sachio Semmoto: Japan's Most Successful
Serial Entrepreneur and Telecommunications
Industry Legend

Sachio Semmoto an outstanding entrepreneur

\ AR B
0 NATIONAL YANG MING CHIAO TUN

G UNIVERSITY

with over 30 years of experience in the Japanese
telecommunications industry. He joined Japan's
largest telecommunications company, Nippon
Telegraph and Telephone Corporation (NTT), in 1966,
and in 1984, he co-founded Japan's first private
telecommunications company, Daini Denden (DDI),
with partners. Subsequently, he successfully took
the company public, becoming the second-largest
telecommunications company in Japan with a market
value of 85 billion USD.

In 1996, Sachio Semmoto transitioned into academia,
becoming a professor of entrepreneurship at Keio
University. However, his success in the business
world did not stop there. In 1999, he founded
eAccess, quickly becoming a leader in the Japanese
ADSL market and ranking second globally. In 2004,
eAccess went public, after which he founded Japan's
fourth-largest mobile network operator, EMOBILE.
The company was acquired by SoftBank Group in
2013, bringing about a new era in the Japanese
telecommunications industry.

Honorary Doctorate Degree Conferral Ceremony
for Dr. Sachio Semmoto

)

Classmate Liu, who received assistance from Honorary Doctorate Sachio Semmoto, his father attended the event to
present flowers as an expression of gratitude.

nl
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Fostering Teaching Innovation and Enhancing
Educational Quality: Insig hts from a CCS
Seminar on Diverse Teaching Experiences

At the teaching seminar hosted by the College of
Computer Science, professors came together to
engage in a thorough discussion of the key challenges
and opportunities shaping higher education today. The
seminar served not only as a platform for teachers
to exchange teaching experiences but also as a vital
opportunity to improve teaching quality and foster
greater collaboration among faculty. Addressing topics
such as the integration of new technologies, the
adoption of diverse teaching tools, enhancing student
engagement, and ensuring fair grading practices, the
professors shared insightful perspectives and practical
solutions, offering actionable recommendations for
refining future teaching methods.

The seminar aimed to promote meaningful
communication among faculty, encouraging them
to reflect on and exchange their teaching strategies
to collectively enhance overall teaching quality.
The professors in attendance, representing diverse
educational backgrounds and areas of expertise,
contributed diverse perspectives and real-world
examples to the discussion. Through this collaborative
dialogue, the professors gained valuable insights
into how to adapt and continually improve teaching
practices in an increasingly dynamic educational
environment.

Professor Sai-Keung Wong: Incentives from
Teaching Awards and the Application of
Diverse Teaching Tools

Professor Sai-Keung Wong opened by emphasizing
that teaching awards are not only an honor for
teachers but also a powerful catalyst for advancing
their teaching practices. He stressed that such awards
motivate teachers to innovate continuously in their
methods and work toward enhancing classroom
outcomes. Professor Wong further noted that these
awards not only foster professional development
among teachers but also have a direct and lasting
impact on the quality of student learning.

Drawing on his own teaching experiences, Professor
Wong highlighted the essential role of diverse
instructional tools. He noted that in today’s educational
landscape, relying on a single teaching method is no
longer sufficient to meet the diverse needs of students.
As a result, it is crucial to incorporate a range of
tools to enrich teaching, with visual aids such as
animations and images proving especially effective in
helping students grasp complex concepts. Professor
Wong emphasized that this approach not only makes
lessons more engaging but also strengthens students'
ability to understand and retain key learning objectives.

Additionally, Professor Wong emphasized the

importance of maintaining consistent and transparent
grading standards, while avoiding unnecessary grade
adjustments. He believes that a fair grading system
not only shows respect for students but also motivates
them to put in greater effort, helping to sustain their
drive to learn.

Professor Tsung-Tai Yeh: Balancing Course
Content for Optimal Difficulty and Detail
While Emphasizing the Importance of
Teaching Assistant Management

Professor Tsung-Tai Yeh shared valuable insights
on how to balance the richness and complexity of
course content from a course design perspective.
He emphasized that while instructors often aim to
provide students with a wealth of knowledge through
comprehensive materials, too much content can
hinder learning outcomes. Students may become
frustrated if they struggle to keep up with the pace
of a course, leading to reduced engagement and
enthusiasm for learning. Professor Yeh encouraged
teachers to tailor their courses to meet the actual
needs and abilities of their students, ensuring they can
achieve meaningful learning outcomes without feeling
overwhelmed or losing confidence due to excessive
difficulty.

He further highlighted that selecting teaching
assistants is crucial for enhancing teaching quality.
Professor Yeh shared his insights on managing
teaching assistants, stressing the importance of
choosing individuals who are both responsible and
capable of teaching. Such teaching assistants are
essential for ensuring a smoothly running classroom.
The right assistant can offer valuable support to the
instructor and provide immediate help to students
when needed, alleviating frustration and significantly
boosting overall learning efficiency.

Professor Chi-Yu Li: The Challenges and
Strategies of Teaching in English

Professor Li focused on the challenges and strategies
associated with teaching in English, particularly
the use of a foreign language to teach academic
subjects. He pointed out that the diverse range of
English proficiency levels among students presents
a major challenge for instructors delivering lessons
in English. While Professor Li acknowledged that
full English immersion is an effective method for
enhancing students' language skills, he cautioned that
relying exclusively on English may impede students'
comprehension of subject-specific content. To
address this, he recommended that instructors employ
strategies such as providing translation support and
offering explanations from multiple perspectives

to facilitate better understanding and knowledge
retention.

Additionally, Professor Li highlighted the importance
of integrating technology into teaching. Since the
onset of the COVID-19 pandemic, he has begun
recording instructional videos, enabling students to
revisit the class material at their own pace after class.
This approach not only aids in revision but also helps
overcome any comprehension challenges that might
arise during the class. He shared that many students
have found these videos particularly useful for exam
preparation, with some even reporting that the videos
have significantly boosted their confidence in learning.

Professor Shiuhpyng Shieh: Interactive
Teaching and the challenges of a
multicultural classroom

Professor Shiuhpyng Hsieh's presentation focused on
strategies for enhancing student engagement in large
classrooms and addressing the challenges of teaching
in a multicultural environment. He began by noting
that the classes he typically teaches are quite large,
often consisting of over 100 students from various
regions, including Europe and Southeast Asia. As a
result, the classroom comprises both international and
local students, creating new challenges for teaching in
English. Professor Hsieh pointed out that some local
students may struggle to fully grasp lessons taught
in English. To tackle this challenge, he occasionally
switches to Mandarin to clarify certain concepts.
He ensures that he apologizes to the international
students during these moments, making sure they
also fully understand the material being presented.

Professor Hsieh highlighted the importance of
understanding students' diverse backgrounds
and conducts a background survey at the start of
each semester to gather information on their prior
coursework and learning experiences, enabling him to
tailor the course content more effectively. In addition,
to improve student concentration and participation, he
employs a "random questioning" strategy, specifically
engaging students in the back rows to ensure they
actively contribute to class discussions. He also
incorporates quizzes and real-time feedback to
monitor students' progress and promptly adjust the
teaching material as needed.

Professor Hsieh also noted that he integrates recent
cybersecurity incidents into his lessons as real-world
case studies, helping students grasp the practical
relevance of the course material. He believes that
incorporating such real-life examples not only makes
the class more engaging but also enables students to
connect academic theories with real-world challenges,
thereby significantly improving their learning outcomes.

Professor David Hung-Chang Du: Teaching
Reflections and Interaction from an
International Perspective

During the discussion session, Professor Du shared
his insights and reflections on teaching through

an international perspective. He observed that, as
globalization accelerates, classrooms are becoming
increasingly diverse, with students from various
countries and cultural backgrounds. This shift, he
emphasized, requires teachers to adopt a broad
array of teaching strategies. Professor Du specifically
highlighted the importance of student engagement as
a key factor in effective teaching. He also warned that
an overreliance on PowerPoint presentations could
undermine students' attention and diminish their sense
of participation in the class.

He recommended that teachers occasionally revert
to traditional blackboard teaching, as this method
helps students focus more on the course material. He
also discussed the double-edged nature of recorded
lessons. While technology allows students to easily
revisit course content, it can reduce their motivation
to attend class in person, thus diminishing the
effectiveness of live interaction.

Professor Du also highlighted that international
students bring diverse learning styles shaped by
their cultural backgrounds, which requires teachers
to be flexible in course design to ensure that the
content meets the needs of all students. He believes
that by incorporating a range of teaching methods
and adaptable assessment strategies, teachers can
enhance the overall effectiveness of their instruction,
thereby enabling students to gain the most from the
learning experience.

Driving Continuous Innovation to Enhance
Teaching Quality

This seminar offered a unique platform for the faculty
of the College of Computer Science to exchange
teaching experiences and explore innovative
approaches to education. From leveraging diverse
teaching tools and balancing course difficulty to
tackling the challenges of English-medium instruction,
each professor’s contribution provided fresh
perspectives and valuable recommendations for
improving teaching quality in the future.

As the seminar concluded, the host urged faculty
members to actively engage in future teaching
seminars and professional development programs.
He emphasized that these opportunities promote
teaching reflection and enable teachers to continually
refine their methods to adapt to the evolving demands
of education. With rapid advancements in educational
technology and the increasing diversity of student
needs, teachers must embrace ongoing innovation
to sustain high-quality teaching and deliver more
effective, engaging, and well-rounded learning
experiences for their students.

Through the insightful discussions and exchanges
during this seminar, the faculty members of the
College of Computer Science showcased their
steadfast commitment to achieving excellence in
teaching and they laid a strong foundation for future
teaching reforms and innovations.
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NYCU and cacaFly Host Young Chair
Professor Award Geremony to Foster
Exceptional International Talent

To further enhance Taiwan's information technology

industry and promote advancements in higher
education, National Yang Ming Chiao Tung University
(NYCU) and cacaFly hosted a Young Chair Professor
Award Ceremony on September 16. This event aims
to allocate resources to boost the competitiveness of
college faculty salaries, thereby attracting exceptional
international talent back to Taiwan for teaching
positions. The initiative seeks to bring in new talent
to strengthen industry-academia collaborations and
foster partnerships between universities and industries,
establishing a model for effective talent acquisition and
knowledge transfer.

Since its founding, cacaFly has consistently invested
resources to promote the development of technology
education in Taiwan and align it with international
standards. This commitment is designed to create
a supportive environment for technology education,
driving sustainable growth within the industry. With
the backing of cacaFly's CEO, Nathan Chiu, the
cacaFly Young Chair Professor Award Program was
launched in 2017 in partnership with the Department

of Computer Science at NYCU. This initiative aims to
help NYCU attract talented young scholars back to
Taiwan for teaching positions.

This year, Professor Yu-Chun Yen was appointed
as a cacaFly Young Chair Professor. Her research
focuses on Human-Computer Interaction, Collective
Intelligence, and Human-Al Collaboration. Dr. Yen
earned her Ph.D. in Computer Science from the
University of lllinois Urbana-Champaign (UIUC) in
2021. Following her graduation, she was honored as a
Computing Innovation Fellow by the National Science
Foundation (NSF). In February 2024, Dr. Yen returned
to Taiwan to assume a full-time position as an assistant
professor in the Department of Computer Science at
NYCU. With her impressive research accomplishments
and strong international collaborations, she brings
experience in large-scale interdisciplinary projects and
bilingual teaching, establishing herself as a promising
young scholar.
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Students Excel in Gomputer Science
Project Competition

The Computer Science project is a crucial mandatory
course in NYCU’s Computer Science Department.
Students voluntarily enter project competitions, where
they collaborate and observe each other's work,
highlighting the department’s diverse and substantial
research achievements. This experience also fosters
greater cohesion among Computer Science students.
Below, we introduce the award-winning projects:

Excellence Award

Project Title: Designing Area-Efficient Ray-
Triangle Intersection Hardware Unit in GPU
RT-Core

Student: Yu-Lun, Ning
Advisor: Dr. Tsung-Tai Yeh
Project Introduction:

This project focuses on the resource-consuming ray-
triangle intersection unit within the GPU RT-core.
We broken down the Moller-Trumbore intersection
algorithm into three stages. Through a sieve-like
hardware design, each stage eliminates triangles that
may not intersect to reduce the need of hardware
in subsequent stages to decrease the overall area.
Our method achieves an area advantage in FPGA
synthesis, and the performance loss is acceptable.
We have also designed the intersection unit to comply
with the AXI4 protocol, partially integrating it into
system includes Xilinx's AXl4 cache, and verified it
using the Genesis ZU FPGA platform.

First-Class Award

Project Title: Research on Predictive Networks
Based on Multivariate Short Time Series Inputs
and Transformer Architecture

Students: Lai Yi-Xuan, Yang Chien-Hua, Wu Yi-
Jing

Advisor: Dr. Ching-Chun Huang
Project Introduction:

With advancements in time series forecasting
technology, Transformer-based models have
demonstrated impressive performance in predicting
tasks involving long time sequences. However, their
performance in short-term sequence forecasting still
falls short. This may be due to the model architecture's
limitations in effectively capturing features of short
sequences, thus restricting prediction accuracy. To
enhance the performance of Transformer-based
models in

short-term sequence forecasting, we optimize the
state-of-the-art (SOTA) Crossformer model with
the following improvements: Firstly, we introduce
ProbSparse Self-attention, which refines the original
Crossformer Router mechanism. By performing

preliminary filtering on the Query matrix before
calculating the Attention Scores, we retain only the
important Query values, enabling the model to make
more accurate predictions based on significant
features. Secondly, we introduce Mixture of Experts
(MoE) to handle the diverse distribution of input data
and the varied characteristics of time series. MoE
utilizes different Feed Forward Networks (FFNSs)
experts to process distinct features within the
sequence while accommodating multivariate data,
allowing information to be processed by multiple
FFNs to improve the model's adaptability. These
enhancements enable the model to more effectively
handle local features in short-term sequences, thereby
improving prediction accuracy on both small datasets
(ILl) and large datasets (ETTh1).

First-Class Award

Project Title: Learning Diffusion Models with
Occlusion Handling for Facial Landmark
Detection

Students: Bosyuan Hou, Chiayu Tseng
Advisor: Dr. Yen-Yu Lin
Project Introduction:

Facial landmark detection(FLD), aims to detect specific
key points on facial images. The accurate detection
of facial landmarks is essential for many applications,
including face recognition, expression analysis, and
virtual reality.

In our work, we propose to adapt a new approach
towards handling the task of FLD, by conditioning
diffusion models on the desired facial landmark points.
We utilize the strength of diffusion model learning to
recover correct key points from noisy samples, and
train our model to recognize the backward process
from erroneous key points to correct facial landmark
locations.

Diffusion models yield a strong performance on
recovering noisy samples. Therefore, we propose
to explore its potential on dealing with detection
error in current FLD methods caused by facial
image occlusion. Our model has the ability to refine
erroneous facial landmarks, and eventually act as a
refiner for all FLD methods.

Merit Award

Project Title: Video Change Detection via
Transformer-Based Architecture

Students: Kai-Siang Ma, Shu-Chieh Chuang,
Chieh-Dun Wen

Advisor: Dr. Kuan-Wen Chen
Project Introduction:

Our project explores the use of TransCD, a transformer-
based model, to detect changes in videos. Unlike
traditional methods that require alignment in both
temporal and spatial dimensions, our approach aligns
only the temporal dimension, enhancing performance
under challenging conditions like poor lighting and
extreme viewpoint changes. We implemented adaptive
frame search to dynamically align frames and fine-
tuning techniques to adjust model weights for better
accuracy. Our results show that this method not only
improves efficiency but also maintains high detection
quality, demonstrating the potential of transformer
architectures in advancing video analysis technology.

Merit Award

Project Title: Designing Fixed-Point
Transcendental ISAs for Heterogeneous
TinyML Acceleration

Students: Cheng-Han Tsai, Chun-Hong Fan
Advisor: Dr. Tsung-Tai Yeh
Project Introduction:

This project designs fixed-point transcendental ISAs
for enhancing TinyML on RISC-V CPUs, focusing
on the MobileViT model. By decomposing complex
operations into basic components and implementing
specialized ISAs and designing a corresponding
hardware unit, we achieve significant acceleration.
Using the CFU-Playground platform on NEXYS A7-
100T FPGA boards, our custom instructions in
TensorFlow Lite for Microcontrollers (TFLM) kernels
result in MobileVit model inference a speedup of
1.56X over the baseline CPU. Our approach offers
greater flexibility and memory efficiency compared to
traditional Lookup Table (LUT) methods, supporting
multiple activation functions without hardware
modifications.

Merit Award

Project Title: Video Deblurring and
Interpolation with Motion-Aware
Transformer

Students: Chu Chih Ling
Advisor: Dr. Yen-Yu Lin
Project Introduction:

We propose a novel Motion-Aware Transformer
model for the dual task of video deblurring and
interpolation. This model addresses motion blur by
recovering high-frame-rate, clear videos from multiple
blurry images, achieving both video deblurring and
frame interpolation simultaneously. Motion blur in
images is caused by the continuous movement of
objects during exposure. To address this, our Motion-
Aware Transformer fully utilizes temporal information
through Intra-Motion and Inter-Motion Prompts,
shared among multiple consecutive blurry images in
videos. The motion prompts store the magnitude and
direction of pixel motion. The Intra-Motion Prompt
captures pixel motion within a single blurry frame,
while the Inter-Motion Prompt captures pixel motion
between adjacent blurry frames. By predicting motion
prompts with a UNet-like motion extractor and using
these prompts as input to the video deblurring and
interpolation transformer, we reduce the complexity of
these tasks and improve model performance.

Our work demonstrates that the proposed motion
extractor significantly enhances the performance
of video deblurring and interpolation tasks. We are
continuing to improve the blending and utilization
of motion prompts in the video deblurring and
interpolation transformer model.

Merit Award

Project Title: BEVGaussian: Generate Scene-
level 3D Gaussian from BEV image

Students: Jie-Ying Lee
Advisor: Dr. Yu-Lun Liu
Project Introduction:

In this work, we aim to generate scene-level 3D
Gaussians from bird's-eye view (BEV) images, including
satellite images, heightmaps, and semantic maps.
Existing methods are limited to object-level generation
and cannot produce scene-level 3D Gaussians. To
address this, we leverage existing object generation
techniques to create high-quality 3D Gaussians from
BEV images and then integrate these objects into
the scene. Our approach is training-free and allows
for easy modification of the 3D scenes by using BEV
images as input.
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Shih-Chen Tseng, a student from the Computer Science
department, has gained attention from college students
after appearing on the popular YouTube show "Dcard
Investigation Bureau." In the episode, she humorously
recounted her experiences in a Mandarin speech contest,
captivating a large online audience with her distinctive
humor and deadpan delivery. This entertaining narrative
marked her entrance into the public eye. However,
beyond her television debut, Tseng remains a dedicated
and passionate student committed to computer science
and programming.

From Involvement in CS Clubs to a Passion for
Programming

Reflecting on her interest in computer science and
programming, Tseng smiled as she shared, "My passion
for computer science comes from my dad. He's a
computer teacher who introduced me to some basic
concepts, although nothing too advanced. In middle
school, | was primarily focused on my studies, but in
high school, | joined a programming club." At Hsinchu
Girls' High School, she became an active member of the
programming club, where she developed fundamental
programming skills that laid a strong foundation for her
later participation in the APCS exam. She noted that this
experience gradually ignited her love for programming
and significantly influenced her decision to major in
Computer Science in college.

Tseng highlighted her involvement in the "Sprout"
program, jointly organized by National Chiao Tung
University and National Tsing Hua University during high
school. This program focused on programming syntax
and algorithms, providing her with valuable hands-
on experience and deepening her understanding of
programming logic. "In my first year in high school, |
learned the fundamentals of C++. In my second vyear, |
took an advanced course in algorithms. This knowledge
has been incredibly beneficial in my subsequent
studies," she noted. She emphasized that much of her
foundational knowledge in computer science originated
from this program. National Taiwan University also offers
similar courses, where many talented students have
honed their skills. She encourages anyone interested
in enhancing their programming abilities to learn and
explore new knowledge together.

Engaging in Diverse Activities at University

Upon joining the Computer Science Department at
National Yang-Ming Chiao Tung University, Tseng
effectively balanced academics and extracurricular
pursuits. She dedicated herself not only to her
coursework but also to engaging in extracurricular events.
Together with her classmates, she organized camping
trips, which helped strengthen their connections through
collaborative planning. Drawing on experiences shared
by senior students, she developed a deep appreciation
for the strong relationships between juniors and seniors
within the department. Tseng believes that the many
traditions in the Computer Science Department foster
shared memories, contributing not only to academic
success but also to a unique sense of identity among its
members.

Tseng actively participated in the Mei-Zhu Hackathon, a
collaborative event between National Yang Ming Chiao

M ”

Tung University and National Tsing Hua University, in
addition to her involvement in departmental activities.
As a member of the development team, she was
responsible for creating the registration website for the
hackathon, drawing on the technical skills she gained
in the Computer Science Department. This opportunity
not only expanded her professional connections but
also allowed her to apply her knowledge to successfully
complete the project, significantly enhancing her skills
through practical experience. Moreover, she refined her
collaborative abilities, recognizing their importance for her
future career.

Balancing Academics and Activities:
Navigating the Challenge of Diverse Growth

Tseng is involved in programming competitions and
various extracurricular activities. She mentioned that
balancing academics with these commitments can
be challenging in university life. She also noted that
coursework in the Computer Science Department,
especially core subjects like linear algebra, can be
demanding, requiring substantial time to understand and
practice to master. Last semester, she excelled in linear
algebra and received a scholarship from the department
for ranking in the top 5% of students. Tseng views this
recognition not only as validation of her hard work but
also as motivation to continue striving for improvement.

She stated that although the academic workload is
considerable, she has gradually found a learning rhythm
that works for her through effective time management
and her commitment to each activity. " While learning
in the classroom is important, participating in activities
allows me to gain many skills beyond textbooks, such as
communication, teamwork, and organizational planning.
These are invaluable experiences in university life." She
admitted that balancing academics and extracurriculars
is not easy, but the interplay between the two has made
her university experience more meaningful.

Challenges and Growth in Programming
Contests

Tseng has a clear vision for her future. She aims to
participate in more programming competitions, including
the international ICPC contest, to further develop her
skills in implementation and teamwork. She notes that
the primary distinction between college and high school
is that programming competitions are typically team-
based, requiring collaborative discussion and problem-
solving, which she finds highly engaging. "I’'m fortunate
to have connected with a group of like-minded friends
at university, and | plan to continue honing my skills and
participating in more competitions like these." Tseng’s
journey highlights her ability to balance humor with
professionalism. From speech contests to programming
competitions, she has not only showcased her wit in
public settings but also achieved impressive results in her
academic and extracurricular pursuits through her strong
skills. Her diverse experiences and persistent efforts
reveal the tremendous potential of this young computer
science student, who skillfully navigates both her studies
and activities, crafting a well-rounded identity as a future
computer science professional.
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In 2024, students from the College of Computer Science
actively engaged in several prestigious international
conferences, such as the International Conference on
Machine Learning (ICML), SIGGRAPH 2024, and the
Computer Vision and Pattern Recognition Conference
(CVPR). These events offered students invaluable
opportunities to present their research, connect with top
scholars globally, and fuel their enthusiasm for exploration
in their professional fields.

At these conferences, students showcased
groundbreaking research on advanced topics such as
machine learning, reinforcement learning, computer
vision, and virtual reality. Engaging in face-to-face, in-
depth discussions with leading experts, they gained
valuable insights and constructive feedback from
diverse academic fields. These experiences deepened
their knowledge and enriched their understanding of
research, helping them develop a more strategic and
holistic perspective. The students below share their
key takeaways and reflections from these international
conferences, illustrating how this transformative
experience has expanded their research horizons and
fueled their future academic growth.

Title: Accelerated Policy Gradient: On the
Convergence Rates of the Nesterov Momentum for
Reinforcement Learning

Authors: Yen-Ju Chen, Nai-Chieh Huang, Ching-Pei
Lee, Ping-Chun Hsieh

Advisor: Professor Ping-Chun Hsieh

International Conference: International Conference
on Machine Learning (ICML 2024)

The Significance of the Conference: The International

Conference on Machine Learning (ICML) is one of the
most influential academic conferences in the field of
artificial intelligence. ICML brings together researchers
and experts from around the world to showcase the
latest theories, techniques, and applications in machine
learning, covering subfields such as deep learning,
reinforcement learning, and natural language processing.
It provides a platform for collaboration and exchange
between academia and industry. Research presented at
ICML often represents the forefront of Al development,
playing a crucial role in driving technological
breakthroughs, innovative applications, and shaping
the future direction of the field. Following a meticulous
review process, 2,609 papers were deemed worthy of
acceptance, resulting in an overall acceptance rate of
27.5%.

The Experience of Nai-Chieh Huang: | want to
express my sincere gratitude to Professor Ping-Chun
Hsieh for his invaluable guidance. This paper tackles an
intriguing theoretical question in reinforcement learning:
Can Nesterov momentum accelerate policy gradient
(PG)? Our results provide a definitive affirmative answer.
We found that the objective function exhibits near-
convexity around the optimal policy, a highly desirable
property in optimization. This insight enabled us to
demonstrate that Nesterov momentum can significantly
accelerate PG. We are honored that ICML accepted our
work. Participating in the conference was a great and
rewarding experience—it allowed me to explore a wide
range of cutting-edge research and provide opportunities
to engage in meaningful, face-to-face discussions with
leading experts across various fields. It was truly a highly
enriching experience!

Title: Enhancing Value Function Estimation

through First-Order State-Action Dynamics in
Offline Reinforcement Learning

Authors: Yun-Hsuan Lien, Ping-Chun Hsieh,
Tzu-Mao Li, Yu-Shuen Wang

Advisor: Professor Yu-Shuen Wang and
Professor Ping-Chun Hsieh

International Conference: International
Conference on Machine Learning, ICML

The Significance of the Conference: ICML is a
top-tier artificial intelligence conference. For ICML 2024,
a total of 9653 submissions were received, of which
2609 were accepted, yielding an acceptance rate of
approximately 27.03%.

The Experience of Yun-Hsuan Lien: The paper
presented at the 2024 ICML conference addressed
a critical issue in offline reinforcement learning: the
estimation of the value function. It innovatively integrated
continuous-time and discrete-time reinforcement
learning methods using the Hamilton-Jacobi-Bellman
(HJB) equation and first-order consistency to enhance
value function estimation, significantly improving model
performance. Through this research presentation, we had
the opportunity to discuss with many researchers at the
conference. After returning to Taiwan, we will continue
the discussions from the conference and initiate new
international collaboration projects, further advancing our
research in the field of reinforcement learning.

Title: BoostMVSNeRFs: Boosting MVS-based
NeRFs to Generalizable View Synthesis in
Large-scale Scenes

Authors: Chih-Hai Su, Chih-Yao Hu, Shr-Ruei
Tsai, Jie-Ying Lee, Chin-Yang Lin, Yu-Lun Liu

Advisor: Professor Yu-Lun Liu

International Conference: Special Interest
Group on Computer Graphics and Interactive
Techniques, (SIGGRAPH 2024)

The Significance of the Conference: SIGGRAPH
is a premier international conference in computer
graphics and interactive techniques. It explores cutting-
edge topics such as computer graphics, virtual reality,
animation, visual effects, and 3D modeling. As a crucial
platform for bringing together leading researchers, artists,
and engineers from around the globe, SIGGRAPH drives
innovation in graphics technologies through academic
exchanges, technical demonstrations, and creative
competitions. Additionally, it plays a pivotal role in
advancing the commercialization of these technologies
across diverse industries, including entertainment,
design, healthcare, and education.

The Experience of Chih-Hai Su: | want to thank

Professor Yu-Lun Liu for his insightful guidance, my
classmates for their collaborative efforts, and my girlfriend
for her understanding and support during my intensive
research period. It is a great honor to have had the
opportunity to submit and present at SIGGRAPH during
my time at university. Our research focused on improving
3D scene reconstruction using Neural Radiance Fields
(NeRFs), and we were fortunate to have our work
accepted for an oral presentation at the conference.
This experience has granted me access to valuable
academic resources, the latest laboratory facilities, and
opportunities to connect with scholars from around the
globe, thus broadening my professional network. | hope
this presentation marks the beginning of my journey, and
| look forward to returning to the international stage to
make further contributions to the academic community.

Title: MCPNet: An Interpretable Classifier via
Multi-Level Concept Prototypes

Authors: Bor-Shiun Wang, Chien-Yi Wang, Wei-
Chen Chiu

Advisors: Professors Wei-Chen Chiu and
Chien-Yi Wang

International Conference: IEEE / CVF Computer
Vision and Pattern Recognition Conference
(CVPR), 2024

The Significance of the Conference: CVPR
(Computer Vision and Pattern Recognition) is one of the
most influential international conferences in the field of
computer vision, highly regarded by both academia and
industry. It serves as a key platform for top researchers
to showcase their latest findings, while also driving the
development of critical technologies such as image
classification, object detection, and deep learning. This
year, CVPR received 11,532 submissions and accepted
only 2,719 papers, resulting in an acceptance rate
of just 28.6%, making it one of the most prestigious
conferences in the computer vision domain.

The Experience of Bor-Shiun Wang: | am truly
honored that my research has been accepted by
CVPR, marking a significant milestone in my academic
journey. First and foremost, | want to express my deep
gratitude to Professor Wei-Chen Chiu and co-advisor
Chien-Yi Wang, whose dedicated guidance and support
have given me the opportunity to present on such an
international stage. During the conference, | had the
privilege of engaging with cutting-edge research from
various fields, and both the keynote speeches and
specialized workshops provided invaluable opportunities
for intellectual stimulation. What brought me the most
satisfaction was successfully presenting my research and
engaging in in-depth discussions with scholars, receiving
many insightful suggestions and feedback.
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Ladies and gentlemen, esteemed Chair, faculty members,
and fellow classmates, my name is Yu-Rou Lin, and |
am representing the Class of 113 from the Computer
Science Department at National Chiao Tung University.
| want to express my sincere gratitude to the Chair, the
administration office, and the CS Student Association for
organizing this heartfelt graduation ceremony. Despite
their busy schedules, their hard work has made it
possible for us to gather here today with our families,
mentors, and old friends. Let’s give a round of applause
to the organizers of this event. May this applause
also reflect our appreciation for everyone present.
Congratulations on persevering through a journey that,
though marked by a few moments of laughter, was
largely filled with challenges and tears.

We are the last cohort to have entered National Chiao
Tung University, before it became National Yang Ming
Chiao Tung University. During half of our four years,
we attended online classes while wearing masks. As
they say, the three main aspects of university life—
academic studies, student clubs, and romance— have
likely posed challenges for everyone. The courses at the
Computer Science department of NYCU are particularly
rigorous. At the start of each semester, we eagerly fill our
schedules and attempt to enroll in challenging courses.
However, three weeks later, regrets begin to surface:
why didn't | drop that class, why didn't | take a break
instead? Completing one assignment only leads to the
next; finishing all assignments rewards us with the final
project. We’'ve watched countless sunrises, feeling like
the semester would never end, only to realize its brevity
when a deadline suddenly looms tonight. In the end,
we've come to understand that life often repeats itself—
next semester, we'll likely ignore the lessons learned and
somehow still find time to squeeze SA into our schedules.

We extend our heartfelt gratitude to all the professors
who believed in our potential, encouraging us to push
our limits and discover that humans can indeed survive
three days without sleep. We also want to thank our
classmates who groan alongside us while tackling
homework, as well as those who, despite struggling to
complete their assignments, are always willing to stay
up late with us for a late-night snack. Finally, we owe a
special thanks to ChatGPT, whose unwavering support
has been crucial in helping us achieve our successful
graduation today.

Looking back on this journey, it has been challenging but
never lonely. | want to express my gratitude to everyone
who has helped us, shown us love, supported us
unconditionally, and given us tough but honest advice.
For those here today, | encourage you to find your own
way to thank them. For those who are no longer with us,
may you keep them close to your hearts. As the great

poet Taylor Swift once said, "We are never ever getting
back together. Like ever." It’s entirely possible that we
may never meet again after today. Throughout history,
many metaphors have been used to describe university
life. To me, these four years at university resemble a
sprawling Taipei Main Station. Beyond its complex
layout, there are countless confusing signs. When we
first arrived, some brilliant minds seemed to navigate the
station’s maze effortlessly upon stepping off the train,
while others, like us who are about to depart, still struggle
with finding our way from the MRT to the high-speed
rail—we’re complete novices in that respect. Fortunately,
over these four years, we’'ve encountered many fellow
travelers who, like us, were once lost. We took different
routes to reach this station and, at the right time, place,
and circumstance, we met each other while waiting
for our trains. Regardless of the route we took, we will
continue on our individual paths. One day, as we waited
together, some boarded their trains and left this transit
hub, while others unexpectedly changed their plans and
took the airport MRT to Taoyuan. In that moment, we all
came to understand how easily we can part ways with
familiar faces. We faced the fear of separation, extended
our blessings, reminisced with laughter about everything
that happened, and learned to cherish those still beside
us and every fleeting moment spent with them.

Life can be incredibly liberating once we enter college.
We gain the autonomy to choose our courses, forge
connections, and pursue activities that resonate with
us. However, this newfound freedom can also bring
uncertainty about our true desires, preferences, future
aspirations, and the lifestyles we envision. As we delve
into our studies, we are, in a sense, debugging our own
lives. Through various trials and errors, we gradually
gain clarity about what we genuinely want. For instance,
someone might do push-ups at a dinner table to impress
the girl he likes, date three girls simultaneously, spend
nights partying at clubs upon returning to Kaohsiung,
or even embark on a transformative journey and gain
"happy fat" to reach a weight of 95 kilograms. In this
journey of self-discovery, some individuals are fortunate
enough to find what they seek, while others are still
on their quest. It's perfectly okay if you haven’t yet
discovered your path. Each of us is navigating our own
timeline, and every experience—whether good or bad—
contributes to our growth. Don’t let past experiences
or societal pressures hold you back. If you have a
goal in mind and are prepared to invest the effort and
make necessary changes, | truly believe that we can all
evolve into our best selves. Let’s continue to nurture our
passions and kindness as we navigate our individual
journeys. Congratulations on your graduation, and thank
you alll
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1. Personnel Changes

- Dr. Li-Hsing Yen was named Associate Dean
of the College of Computer Science, NYCU,
effective August 1st, 2024. Dr. Yu-Sung Wu
has been appointed Director of the Institute
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of Computer and Communications Security,
effective August 1st, 2024. Dr. Ching-Chun
Huang has been appointed Director of the
International Graduate Program of the College of
Computer Science, effective August 1st, 2024.

- Dr. Jen-Hui Chuang, Professor at the College of
Computer Science, retired on August 1st, 2024.
We thank him for his valuable contributions
to promoting the bilingual program during his
tenure as Dean of our college. We look forward
to Professor Chuang’s frequent visits to share
his experiences with us.

2. International Collaboration

- Dr. Robby Tan, Chief Scientist at AICS and
Associate Professor at the National University of
Singapore, gave a lecture at our department on
April 17, 2024. The topic was “Deep Learning in
Healthcare: Present and Future.”

- Professor Stephen Downie, Associate Dean
at the School of Information Sciences at the
University of lllinocis at Urbana Champaign,
USA, gave a lecture at our college on April 24,
2024. The topic was “Open Access Data for
Open Community Development: A TORCHLITE
Project Update.”

- Professor C. -C. Jay Kuo from the University
of Southern California, USA, gave a lecture at
our college on June 11, 2024. The topic was
“Workshop on Visual Data Coding, Standards,
and Quality Assessment.”

- Professor Joern Ostermann from the Leibniz
University Hannover, Germany, gave a lecture
at our department on June 16, 2024. The
topic was “MPEG Road Map on Audio, Video,
Graphics, Genome, and Systems.”

- Dr. Jens-Rainer Ohm from RWTH Aachen
University, Germany, gave a lecture at our
department on June 16, 2024. The topic was
“Overview on JVET exploration activities.”

- Dr. Mathias Wien from RWTH Aachen University,
Germany, gave a lecture at our department on
June 16, 2024. The topic was “MPEG Visual

Quality Assessment for Emerging Video Coding
Schemes.”

- Dr. Sergiy Popovych, CTO of Zetta Al, USA,

gave a lecture at our department on June 24,
2024. The topic was “A Cross-Cultural Journey:
From NCTU to Princeton, and From Academy
to Al-NeuroScience Startup.”

- Professor Ashutosh Sabharwal from Rice

University, USA, gave a lecture at our college
on July 2, 2024. The topic was “Multipath
Radar Imaging for Next-generation Wireless
Networks.”

- Professor Naomi Yamashita from Kyoto

University, Japan, gave a lecture at our
department on July 3, 2024. The topic was
“Designing Technologies for Overcoming
Language Barriers.”

- Professor K. K. Ramakrishnan from the

University of California, Riverside, USA, gave
a lecture at our college on August 12, 2024.
The topic was “Lessons learned from building
Software-Based Networks and Networking for
the Cloud.”

- Serial Entrepreneur Dr. Sachio Semmoto gave a

lecture at our department on August 15, 2024.
The topic was “How should we navigate the Al
era?”

- Professor David J Crandall from Indiana

University Bloomington, USA, gave lectures
at our department on October 8 and October
9, 2024. The topic was “Observing social
interactions with egocentric computer vision”
and “Human-centered Computer Vision.”

- Professor Yukie Nagai from the University of

Tokyo, Japan, gave lectures at our department
on October 8 and October 9, 2024. The topic
was “Embodied Predictive Processing: Unifying
Cognitive Development in Humans and Robots.”

- Professor Taisuke Boku from the University

of Tsukuba, Japan, gave a lecture at our
department on October 16, 2024. The topic
was “How the accelerated supercomputing

makes the next era of computational sciences?”

- Dr. Tau Leng, Senior Vice President of
Technology at Supermicro, USA, gave a lecture
at our college on October 16, 2024. The
topic of the lecture was “How the accelerated
supercomputing makes the next era of
computational sciences?”

3. Faculty Honors

- Dr. Vincent S. Tseng has been honored with the
68th Ministry of Education Academic Award.

- Dr. Vincent S. Tseng received the 2024 Science
Paper Award from the Far Eastern Y.Z. Hsu
Foundation.

- Dr. Yu-Lun Liu received the 2024 Google
Research Scholar Award.

- Dr. Ping-Chun Hsieh received the Outstanding
Teaching Excellence Award for the 112th
academic year.

- Dr. Chun-Ying Huang and Dr. W. J. Tsai received
the Teaching Excellence Award for the 112th
academic year.

- Dr. Yen-Yu Lin, Dr. Yi-Ting Chen, and Dr. Ching-
Chun Huang Received the Mentor of Merit
Award for the 112th academic year.

- Dr. Jung-Hong Chuang received the Award for
Excellence in Curriculum Design for the 112th
academic year.

- Dr. Wen-Hsiao Peng received the Academia-
Industry Collaboration Excellent Research Award
from the MediaTek Advanced Research Center
(MARC) 2024.

- Dr. Yen-Yu Lin received the Academia-Industry
Collaboration Excellent Research Award from
the MediaTek Advanced Research Center
(MARC) 2024.

4. Student Honors

- Po-Sheng Hsu, Che Jui Chang, Chien-Yao
Chang, and Yin-Chi Li, guided by Professors
Chien Chen, Chi-Yu Li, and Jyh-Cheng Chen,
received the Best Student Paper Award at the

2024 Mobile Computing Workshop (MC 2024).

- Chi-Min Chang, Bo-Shan Wang, Yan-Han

Chang, and Yu Chiao Chen, guided by Professor
Chun-Shu Wei, participated in the second "The
Grand Challenge: Cross-Disciplinary Innovative
Applications” project competition, organized by
the Miin Wu School of Computing of National
Cheng Kung University (NCKU), and won the
silver Award in Health Computing category.

- Yi-dyun Sun, guided by Professor Ching-Chun

Huang, received the 2023 College Student
Research Creativity Award from the National
Science and Technology Council.

- Chia Wen Cheng, Jhen Yung Hsu, and Chih-

Chia Li, guided by Professor [-Chen Lin, have
won the Best Paper award at Computer
Graphics Workshop 2024.

- Jia-dun Wang and Tzu-Wei Mi, guided by

Professor Liwei Chan, have won the TAICHI
2024 Best Paper Award.

- Tzu-Wei Mi, Zung-Hao Hsueh, Yi-Ci Huang,

and Ming-Yun Hsu, guided by Professor Liwei
Chan, have won the ACM CHI 2024 Best Paper
Award.

- Shih Chung Chin, guided by Professors [-Chen

Wu, received the 2024 best Ph.D. dissertation
award from the TCGA association.

- Jia-Hao Wu, guided by Professor Yen-Yu Lin,

received the 17th IPPR Master Thesis Award.

- Hsiang-Hui Hung, guided by Professor Ching-

Chun Huang, received the 17th IPPR Master
Thesis Award.

- Meng-Cheng Shih, guided by Professors Ching-

Chun Huang and Hong-Han Shual, received the
17th IPPR Master Thesis Award.

- Bo Yu Cheng, guided by Professors Wei-Chen

Chiu and Yu-Lun Liu, received the 17th IPPR
Master Thesis Award.

- Zhi Yi Chin, guided by Professor Wei-Chen Chiu,

received the 17th IPPR Master Thesis Award.
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